
R E P O R T 
J U N E  2 0 2 4

I N T E L L I G E N C E  P R O J E C T

Analytic 
Tradecraft 
Standards in 
an Age of AI
Gerald M. McMahon



The Intelligence Project  
Belfer Center for Science and International Affairs 
Harvard Kennedy School 
79 JFK Street 
Cambridge, MA 02138

belfercenter.org/project/intelligence-project

Statements and views expressed in this report are solely those of the author and do not imply 

endorsement by Harvard University, Harvard Kennedy School, the Belfer Center for Science and 

International Affairs, or the Intelligence Project. This paper does not represent the views of the U.S. 

government or any department or agency of the U.S. government.

Copyright 2024, President and Fellows of Harvard College

https://www.belfercenter.org/project/middle-east-initiative


I N T E L L I G E N C E  P R O J E C T

Analytic 
Tradecraft 
Standards in 
an Age of AI
Gerald M. McMahon

R E P O R T 
J U N E  2 0 2 4



Belfer Center for Science and International Affairs | Harvard Kennedy School

ii

Analytic Tradecraft Standards in an Age of AI

About the Intelligence Project

The Intelligence Project seeks to build a new generation of intelligence practitioners 
prepared to serve in a rapidly changing world and to help future policymakers and 
intelligence consumers understand how best to interact with intelligence to gain a 
decision advantage. Building on multi-disciplinary research being conducted at the 
Belfer Center, from his- tory to human rights and cyber technologies, the Intelligence 
Project links intelligence agencies with Belfer researchers, Faculty, and Kennedy 
School students, to enrich their education and impact public policy..



Belfer Center for Science and International Affairs | Harvard Kennedy School

iii

Analytic Tradecraft Standards in an Age of AI

About the Author 

Gerald M. McMahon is a senior intelligence analyst in the US Government and 
has been assigned to the Belfer Center’s Intelligence Project as a Recanati-Kaplan 
Fellow for 2023-2024 academic year.  His recent work includes conducting 
complex threat and risk analysis related to national security, criminal, and cyber 
threats targeting the homeland. McMahon’s work and study have also focused on 
the intersection of emerging technology and national security.





Table of Contents

The AI Race is On............................................................................................... 1

Analytic Tradecraft Standards – Establishing Rules of the Road..................2

Can AI Meet Analytic Standards?.....................................................................2

ATS 3 – Properly distinguishes between underlying intelligence 
information and analysts’ assumptions and judgments...........................4

ATS 4 – Incorporates analysis of alternatives.................................................6

Discussion..........................................................................................................7

Trust but Verify..................................................................................................7

The Time is Now to Update ICD 203 So It’s Clear Who Owns the Analysis..9

Conclusion........................................................................................................ 13

Endnotes........................................................................................................... 14



Belfer Center for Science and International Affairs | Harvard Kennedy School

vi

Analytic Tradecraft Standards in an Age of AI

Adobe Stock Image



Belfer Center for Science and International Affairs | Harvard Kennedy School

1

Analytic Tradecraft Standards in an Age of AI

The AI Race is On
Intelligence agencies around the world are racing to leverage and adopt the 
capabilities of Artificial Intelligence (AI). AI tools have already been deployed 
or are in development by defense, intelligence and law enforcement for a range 
of functions to include image recognition (facial recognition,1 object detection2), 
language translation,3 and insider threat detection.4 The FBI is using AI enabled 
technology to evaluate tips to ensure they are accurately identified, prioritized, 
and processed in a timely manner.5 The CIA’s Open Source Enterprise launched 
an internal “Chat-GPT style” AI tool to enable analysts to have “better access 
to open-source intelligence,”6 and the NSA opened an “Artificial Intelligence 
Security Center,”7 focused on defending “the Nation’s AI through Intel-Driven 
collaboration with industry, academia, the [Intelligence Community] IC, and other 
government partners.”8, 9

The US is not alone in pursuing the benefits of AI in the security space. China’s 
intelligence services are already using AI to identify foreign intelligence officers10 
and the US is making efforts to deny China, and other adversaries, the ability to 
gain access and use the most advanced AI related technology and services.11  
Non-state actors, such as fraudsters, are leveraging AI to advance schemes 
through AI generated phishing attacks and voice-cloning enabled scams, which is 
likely just a sampling of the schemes to come.12

As the US moves to adopt AI technology in an expanding number of security 
applications, how can the IC best position its analysts to use this technology when 
it comes to intelligence analysis and how will use of these tools impact analysts’ 
ability to meet existing analytic standards? This paper considers the implications 
for meeting IC Analytic Standards when using an AI tool, explores several of 
the key issues involved and makes recommendations for amending the current 
standards, taking steps to anticipate challenges, and set the conditions for the IC 
to be successful in adopting AI. 
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Analytic Tradecraft Standards – 
Establishing Rules of the Road
In the wake of the faulty 2002 National Intelligence Estimate (NIE) on Iraq’s 
WMD programs,13 Congress passed the 2004 Intelligence Reform and Terrorism 
Prevention Act (IRTPA). This legislation, which incorporated findings from 
the WMD and 9/11 commissions, included a provision for “Assignment of 
Responsibilities Relating to Analytic Integrity.”14 IRTPA required the Office of 
the Director of National Intelligence (ODNI) to assign an individual or entity 
to be responsible for ensuring that finished intelligence products produced 
by the intelligence community are timely, objective, independent of political 
considerations, based on all sources of available intelligence, and employ the 
standards of proper analytic tradecraft.” This led to the formalization of the IC’s 
Analytic Standards, ultimately contained in Intelligence Community Directive 
(ICD) 203.15 

ICD 203 identified five Analytic Standards and nine Analytic Tradecraft Standards 
(ATS),16 which guide intelligence analysis across the IC (see Figure 1). Adoption 
of ICD 203 and ATS have been recognized as an important advancement in 
the professionalization of intelligence analysis17 and scholars and practitioners 
have written to the benefit of incorporating ATS into analysis18 at the tactical, 
operational and strategic levels.19 With the advent of AI and its potential impact 
on the conduct and profession of analysis, the time may be right to reexamine ICD 
203 to ensure it remains suited to guide analysts in the age of AI-based tools.20

Can AI Meet Analytic Standards?
Using technology to process and interpret records, data and information is 
nothing new for analysts. ICD 203 was drafted at a time when the use of databases 
and data analysis was routine. Though the tools which enable tasks such as 
collection and communication analysis have expanded and grown more complex, 
they have been a mainstay within the IC for decades. 
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To determine if using a generative AI tool is so different as to warrant 
reassessment of current analytic tradecraft, this paper interrogates two of the ninei 
ATS standards: ATS 3: Properly distinguishes between underlying intelligence 
information and analysts’ assumptions and judgments; and ATS 4: Incorporates 
analysis of alternatives. 

i	 The author focused on these two standards due to both lending themselves more clearly to basic testing using a simple 
AI tool accessing a sample data set.

Figure 1: ICD 203

ICD 203 identifies five (5) Analytic Standards and nine (9) Analytic Tradecraft Standards:

    a. Objective

    b. Independent of political consideration

    c. Timely

    d. Based on all available sources of intelligence information

    e. Implements and exhibits Analytic Tradecraft Standards, specifically:

   (1) Properly describes quality and credibility of underlying sources, data, and methodologies

   (2) Properly expresses and explains uncertainties associated with major analytic judgments

   (3) Properly distinguishes between underlying intelligence information and analysts’ assumptions and 
judgments

   (4) Incorporates analysis of alternatives

   (5) Demonstrates customer relevance and addresses implications

   (6) Uses clear and logical argumentation

   (7) Explains change to or consistency of analytic judgments

   (8) Makes accurate judgments and assessments

   (9) Incorporates effective visual information where appropriate

Intelligence Community Directive 203; ICD-203_TA_Analytic_Standards_21_Dec_2022.pdf (dni.gov)

   (3) Properly distinguishes between underlying intelligence information and analysts' assumptions and 
judgments

   (4) Incorporates analysis of alternatives

   (5) Demonstrates customer relevance and addresses implications

   (6) Uses clear and logical argumentation

   (7) Explains change to or consistency of analytic judgments

   (8) Makes accurate judgments and assessments

   (9) Incorporates effective visual information where appropriate

Intelligence Community Directive 203; ICD-203_TA_Analytic_Standards_21_Dec_2022.pdf (dni.gov)

https://www.dni.gov/files/documents/ICD/ICD-203_TA_Analytic_Standards_21_Dec_2022.pdf
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ATS 3 – Properly distinguishes 
between underlying intelligence 
information and analysts’ 
assumptions and judgments
Taking the first component of the standard, focused on the “underlying 
intelligence information,” an analyst querying a generative AI tool (hereafter 
referred to as AI-T) would require several elements to ensure an ability to meet the 
expectations for ATS. 

•	 Replicability: The AI-T must provide citations to source documents, 
allowing analysts to view the original material to verify and match the 
information presented. The analyst would have the ability to recreate the 
findings.

•	 Fidelity to the source document: The AI-T would have to clearly state what is 
taken directly from queried records, for instance using quotes to represent 
the exact language extracted from the underlying source document. 

•	 An ability to avoid characterization: Unless prompted to do so, an AI-T 
requires the ability to produce insights that can refrain from characterizing 
facts in descriptive language, omitting any qualifiers or labels that may 
imply meaning where it had not existed. As an example, if an AI-T 
summarized a surveillance report, it must maintain an ability to present, 
as a component of the response, the facts of the report versus applying 
meaning to the observed behavior. As a hypothetical example, when 
prompted for an analysis of a surveillance team’s observations of an 
espionage subject’s activity, apart from a summary, the report should note 
direct elements of the team’s reports. For instance, that the subject drove 
through stop lights, went the wrong way on a one-way street and stopped 
on the side of the road. These details can be used to support a summary 
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finding versus simply stating that the subject drove ‘evasively’ or employed 
counter-surveillance measures.

ATS 3 defines assumptions as “suppositions used to frame or support an 
argument,” which “affect analytic interpretation of underlying intelligence 
information.” Further, ATS 3 calls for products to “state assumptions explicitly 
when they serve as the linchpin of an argument or when they bridge key 
information gaps.” Inputs from an AI-T would need to clearly articulate the 
premise for its arguments and do so in a manner that was obvious to the reader. 

•	 Context for characterization: The AI-T must make explicit distinctions 
between facts and characterizations and provide the background that 
led to those characterizations. Building on the surveillance example, the 
AI-T could describe the facts from the report (ex. subject drove through 
red lights, etc.) and then indicate that this behavior may be indicative of 
counter-surveillance activity based on a cited source(s) which defines 
counter-surveillance conduct or provides examples. Citations provide 
the analyst an opportunity to review the foundation for the assumption, 
determine its relevance, reliability, and applicability to the current case.

•	 Consistent but updated: The AI-T’s assumptions must be consistent 
throughout the project or have an ability to update based on new 
information. An analyst must be able to recognize that assumptions used 
by the AI-T on any given project are logically cohesive, not contradictory 
and respond to injects of new information which may challenge previously 
held assumptions. For instance, if, continuing with the above surveillance 
example, an additional surveillance report were added which determined 
that the driver of the car under observation was not the subject, the AI-T 
would adjust it’s characterizations or findings based on this data.  

Lastly,ii ATS 3 defines judgments “as conclusions based on underlying intelligence 
information, analysis, and assumptions.” When using generative AI, an analyst 
would either need to establish a prompt that prescribes a format for the AI-T to 
follow or the tool would be designed to follow a similar format. Either option 
would require the AI-T to differentiate between each element of a judgment (the 
judgment, the underlying information and assumptions) and present a coherent 

ii	 ATS 3 notes that products “should explain the implications for judgments if assumptions prove to be incorrect” and, “as 
appropriate, identify indicators that, if detected, would alter judgments.” The focus here is on the primary elements of 
ATS 3 – underlying information, assumptions and judgments.”
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statement that meets the structure outlined in ATS.iii For example, the prompt 
could be, “Based on the information in this library, your analysis, and your 
assumptions, provide your judgment as to what the subject’s activity means in 
the context of an espionage investigation. In your response, distinguish between 
information in the library, your assumptions, and your judgment(s).” 

•	 Follow the format: The AI-T must stick to the format of the prompt and 
consistently meet the previous enumerated requirements for ATS 3.

•	 Make sense: The judgment must be plausible, fit with the evidence and 
assumptions.

ATS 4 – Incorporates analysis of 
alternatives
ICD 203 defines an analysis of alternatives as “the systematic evaluation of 
differing hypotheses to explain events or phenomena, explore near-term outcomes, 
and imagine possible futures to mitigate surprise and risk.” At minimum, to meet 
ATS 4 expectations,iv an AI-T would have to provide not only plausible alternative 
explanations to the primary judgments used to respond to ATS 3, but, like ATS 3, 
must describe “associated assumptions” that support this alternative.

•	 Hits ATS 3 Criteria: The alternatives presented must continue to adhere to 
the standards for ATS 3.

•	 Make Sense: Just as with ATS 3, the alternative explored must be plausible.

•	 Explains the alternative’s strengths or weaknesses: The underlying 
intelligence information, assumptions, and analysis for this alternative were 
not sufficient to make it the primary judgment. The AI-T must be able to 
articulate why this alternative was less persuasive and where the weakness 
lies in either the evidence, the assumptions or the analysis.   

iii	 The AI-T must also detail which assumptions serve as the “linchpin” of their argument “or when they bridge key 
information gaps.” The ability of an AI-T to identify how an argument/judgment will survive without key information 
allows the tool and the user to understand the critical features of the line of analysis.

iv	 ATS 4 includes additional expectations, such as exploring implications to “U.S. interests,” and identifying “indicators 
that, if detected, would affect the likelihood of identified alternatives.” To develop simple, testable standards for the 
recommended experiment, the author focused on the ATS 4 elements noted herein.
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Discussion
To meet just two of the nine ATS standardsv an AI-T must have an ability to: allow 
users to replicate and source the tool’s findings; parse underlying information, 
assumptions and judgments; and maintain consistency in presenting its logic and 
reasoning. Without an ability to meet these conditions, analysts using such an 
AI-T are unlikely to meet ATS standards. 

AI-Ts may well be able to meet these standards, but the exercise points to two key 
issues that impact the IC’s use of AI and ICD 203: trust in the AI-T and ownership 
of the analysis. 

Trust but Verify
Though much has been written about the vulnerabilities of Large Language 
Models (LLMs)21 and their underlying information to data poisoning,22 prompt 
injections,23 and hallucinations,24 the focus here is on use of the AI tools’ output 
in assisting analysis.  While AI and machine learning (ML) will clearly introduce 
“more effective methods for creating, exploiting, and sharing databases”25 and 
reducing workloads on processing tasks, the implications for using generative AI26 
as a “co-pilot” to draft “early phases” of reports or developing lines of analysis are 
more opaque.27 The distinctive advantage of generative AI, its ability to create new 
information and insights, is also what increases the risk to analytic integrity.28 
Analysts must not only correctly understand and interpret an AI tool’s output, 
they have to have confidence that what it’s provided is accurate, lest AI generated 
outcomes lead to new risks of intelligence failures. 

These concerns are not hypothetical. Critics already point to AI enabled 
techniques, such as facial recognition and offender risk assessments29, whose use 
has led to mistaken arrests30 or disparate outcomes in sentencing, as warnings of 
mistakes to come.31 Adopting AI tools provides exciting new opportunities but 
also highlights many of the same challenges intelligence analysts have faced since 

v	 This does not account for the entirety of the Analytic Standards. The five Analytic Standards require all analytic 
products be objective, independent of political consideration, timely, based on all available sources of intelligence 
information and implement and exhibit the nine ATS.
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the days of Sherman Kent.32 Analysts are expected to be apolitical experts who 
deliver objective, timely, accurate and clear judgments to give leaders decision 
advantage.33 AI tools hold the promise of making sense of the vast and growing 
amount of available data, get ahead of the threat and “connect the dots.” At the 
same time, concerns exist that AI tools will lead to new risks for abuse,34 and that, 
while the results provided by AI tools, such as ChatGPT, can appear convincing, 
they can also contain errors or be entirely fraudulent.35

A key component for analysts conducting research and evaluating evidence is 
trust. In this context, analysts must have confidence that the tools and systems 
they use allow them access to the underlying sources of the information for their 
results and that the analyst understands the reliability of that information and 
the potential for it to contain error and bias. As noted in the ATS 3 example, any 
AI tool must be able to “demonstrate the underlying rationale behind decisions 
and responses to both users and overseers.”36 For all concerned, the ability to 
understand and interrogate an AI system’s output is crucial to having confidence 
in the findings and the tool. For any successful adoption of an AI tool, the analysts 
who use it will need an ability to understand and explain how results were 
achieved. Without that ability, trust and, ultimately, use of such tools are unlikely 
to be successful.37

That trust must also extend throughout the intelligence enterprise, to include 
decision-makers. As author Mark Lowenthal, the CIA’s former Assistant Director 
for Analysis and Production, notes, the “goal of intelligence analysis is to reduce 
policymakers’ uncertainties, not make their decisions for them.”38 That goal is 
served by policymakers having trust in the IC, in the analysts and the process. If 
there’s a lack of understanding or concern regarding the AI tools embedded in the 
intelligence process, confidence in the system can erode. 

Among the areas of focus for the IC to ensure trust in an AI-T enabled process 
will be education and tool design. At present, “Heads of IC elements,” are required 
to provide training to their workforce on Analytic Standards.39 The IC must 
develop a community-wide AI literacy program to provide baseline training for all 
intelligence professionals to understand the technology behind AI and how best to 
use AI tools while adhering to ICD 203. 
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Additionally, the IC must ensure prioritization of both the design and 
implementation of AI-Ts that provides sufficient explainability to enable adherence 
to analytic tradecraft. This includes incorporating standards defined by the 
National Institute of Standards and Technology (NIST) for explainable AI. These 
standards include requiring an AI tool deliver “accompanying evidence or reasons 
for outcomes and processes; provide explanations that are understandable to 
individual users; provide explanations that correctly reflect the system’s process for 
generating the output; and that a system only operates under conditions for which 
it was designed and when it reaches sufficient confidence in its output.”40 Whatever 
a tool’s capabilities may be, without a user’s trust, adoption and execution will fail. 
Providing analysts the capability and training to understand the tool’s process, is 
crucial to that task. 

The Time is Now to Update ICD 203 
So It’s Clear Who Owns the Analysis
Given the expectations and stakes, the human analyst must remain responsible 
for their assessments and be accountable to decision-makers for their analysis 
and any deliverable. As AI augmented analysis moves from concept, to testing, to 
implementation, the time is now to update ICD 203 to account for the impact this 
technology will have on analysts.

As written, ICD 203 does not explicitly speak to the role of technology in analysis. 
However, in two areas, the Directive’s language is expansive enough to encompass 
any technology used in research and analysis. One relevant feature in ICD 203 
which may address the use of AI is found in ATS 1, “Properly describes the quality 
and credibility of underlying sources, data, and methodologies.” (emphasis added) 
Methodologies casts a wide enough net that it could include adding a descriptor or 
caveat, now common in academia, attesting to what role, if any, an AI tool played 
in producing a report.41 One limitation here is that the analyst may not be aware 
of when or how an AI tool was used to generate the findings upon which their 
analysis is based. As noted previously, AI and ML are commonly used to process 
and organize information. Given the vast stores of data now subject to search, 
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retrieval and review by researchers, attesting to AI use in this environment would 
be uncertain at best.  

The second is the top Analytic Standard for all analysts, to be “objective.”42 The 
standard notes that all analysts must be aware of “their own assumptions and 
reasoning” and “must employ reasoning techniques and practical mechanisms that 
reveal and mitigate bias.” Further, the section notes that analysts must be “alert to 
influence by existing analytic positions or judgments.” 

Though the Directive is written to set expectations for analysts to be aware of their 
own biases, a fair reading would extend that awareness to other sources which 
may influence their final reasoning and judgments. This would apply to analysts’ 
reading of previous products, with the Directive specifically stating analysis 
“should not be unduly constrained by previous judgments.”

Controlling for bias is nothing new in the conduct of analysis. Further, contending 
with competing analytic lines and interpretations of evidence is a common feature 
of IC analytic production. As Thomas Fingar, the ODNI’s first Deputy Director 
for Analysis and the individual responsible for developing and implementing ICD 
203, notes, intelligence analysis is a collaborative process. It is commonplace for 
analysts to explore, dissect and coalesce around viewpoints.43 Key to that process 
is controlling for bias. Even with this backdrop, the introduction of an AI tool 
necessitates amending existing standards to account for the advent of this new 
technology.  

Generative AI adds a new element that can impact the key feature of the analyst’s 
role, providing assessments and insights beyond what’s known. Distinguishing 
from what a generative AI tool suggests and what an analyst ultimately thinks, 
may be increasingly difficult to disentangle. Several studies of knowledge 
workers’ use of AI tools revealed both benefits and pitfalls. While some 
knowledge workers showed gains in qualitative and quantitative performance 
measures, others showed declines in quality, using AI for tasks where its 
capabilities lag, and an overreliance on the AI tool, leading workers to fall “asleep 
at the wheel.” Many were shown to have allowed the AI tool to substitute its 
judgment for their own.44 Such a dynamic within the IC could lead to catastrophic 
consequences.



Belfer Center for Science and International Affairs | Harvard Kennedy School

11

Analytic Tradecraft Standards in an Age of AI

While leadership within the IC has been clear that AI tools won’t replace analysts 
“anytime soon,”45 given the potential risks involved, amending ICD 203 now 
to account for the potential use of an AI tool is sensible. Adding the following 
language to subsection to 6.a, “Objective,” would be a worthwhile start: 

When using any generative Artificial Intelligence (AI) tool to inform 
analytic judgments, analysts must rely on their own, independent 
judgment, consistent with Analytic Standards, to craft their assessment. 
Analysts using generative AI tools to develop assessments must be able 
to appropriately explain the reasoning for their judgments, the evidence 
which supports their analysis and the confidence in those judgments. 
Analysts will use generative AI tools consistent with the IC’s Ethics 
Framework for Artificial Intelligence46 and any AI governing policies 
for their agencies.

Inclusion of this language will signal that despite the likely increasing use of AI 
tools in supporting analysis, the analyst remains accountable for their products 
and must be positioned to explain their reasoning. This language also limits the 
focus to the analyst’s assessments and judgments, not the potentially large volume 
of data which may have been processed using AI/ML methods.47

  In addition to amending ICD 203, the Deputy Director for Mission Integration 
(DD/MI), who is responsible for ensuring the IC abides by the Analytic Standards, 
would do well to institute two initiatives to position the IC for the challenges and 
opportunities AI tools will bring: 

AI/Analytic Standards Working Group: Institute a standing IC working 
group to monitor, study and evaluate the impact of AI on Analytic Standards. 
This working group would also provide recommendations to the DD/MI 
on changes to ICD 203, training or related matters to ensure the IC remains 
current on the implications for use of these tools. The working group 
would also be positioned to study the efficacy of incorporating AI tools into 
analysis.48

Conduct a Pre-Mortem:49 Empanel two multi-disciplinary committees, 
including representatives from the IC, technical, policy, legal, academic and 
business communities to examine possible challenges incorporating AI tools 
into intelligence analysis. Based on the committees’ findings, the IC would 
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develop guidelines to forestall potential intelligence failures based on a flawed 
tool or flawed use of an AI tool.

1.	 Committee 1 – Builds scenarios that anticipate how an AI tool will be 
incorporated into the intelligence cycle, particularly as it pertains to 
intelligence analysis and production of analytic products. Committee 1 
develops scenarios in which the AI-T is deployed to assist in assessing 
international or domestic flashpoints. 

2.	 Committee 2 – Examines how employment of the AI-T may contribute to 
intelligence failures or challenges in properly assessing the topic. Committee 
2’s review will develop recommendations on how to avoid potential pitfalls 
when using AI tools, to include considering issues related to efficacy of the 
tool, matters related to public confidence and civil liberties. 
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Conclusion
Given the pace of technological advancement with AI and the great potential for 
AI to provide the IC advantage, the time is now to provide clear guidance to the 
workforce on expectations when using AI-Ts. These guidelines will not only inform 
analysts on their responsibilities, but they will also shape the development and 
implementation strategies for new AI applications. Amending ICD 203, enabling 
AI literacy, properly designing and fielding AI tools that meet ATS, establishing 
a working group focused on the intersection between AI and Analytic Standards, 
and anticipating how things might go wrong, would give the IC a better chance of 
achieving success in an age of AI enabled analysis. 
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