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Executive Summary

The rapid evolution of artificial intelligence (Al) technologies has transformed many sectors; conflict resolu-
tion and peacebuilding are no exception. This paper synthesizes real-world evidence and scholarly insights
illustrating Al and digital technologies’ capacity to improve traditional conflict resolution and peacebuilding
methodologies while outlining their limitations.

The integration of Al into daily life has introduced novel ways to gauge public opinion, predict conflict esca-
lation, and enhance inclusivity and effectiveness in mediation. Al’s applications span from early warning
systems and digital negotiation platforms to context analysis tools and deliberative simulations, all of which
are reshaping the dynamics of contemporary conflict resolution and peace processes. Beyond improving
efficiency, these tools can deepen stakeholder engagement and provide data-driven insights into underlying
grievances, thus facilitating more adaptive and responsive peacebuilding strategies.

Alongside these advances, Al presents significant challenges, particularly across operational, ethical, and
political dimensions. At the operational level, Al systems risk reinforcing historical biases, exacerbating exist-
ing power imbalances, and complicating the equitable distribution of technological benefits. Ethically, issues
such as algorithmic biases, opaque decision-making processes, and the potential misuse of Al-generated
content underscore the need for robust oversight mechanisms and comprehensive governance frameworks.
This echoes across various political realms, where the adoption of Al in conflict resolution and peacebuilding
raises concerns over sovereignty. This is exacerbated by unequal access to technological resources, and the
instrumentalization of Al tools by powerful actors to advance their own interests, thereby undermining trust
and inclusivity in peace processes.

This paper builds upon insights and discussions initiated by the Al+X+G study group at the Belfer Center for
Science and International Affairs, Harvard Kennedy School, which served as a key catalyst for exploring the
intersection of artificial intelligence and conflict resolution. It advocates for an integrated global response
to these challenges, emphasizing the importance of robust ethical oversight, inclusive governance prac-
tices, and international regulatory frameworks that safeguard rights, promote transparency, and democratize
access to Al technologies. Collaborative efforts among multilateral institutions, governments, academia, and
civil society are essential to ensure that Al’'s transformative potential is harnessed responsibly, ultimately
fostering inclusive and equitable outcomes in conflict resolution and peacebuilding.
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Introduction and Overview

This paper uses the term “artificial intelligence” (Al) to refer primarily to systems that analyze and inter-
pret data, make predictions, or support decision-making in ways that emulate aspects of human cognition.
This definition includes machine-learning-based Al, large language models (LLMs), and language reasoning
models (LRMs) as well, given their increasing relevance in processing complex information and facilitating
communication within conflict resolution contexts. While there are some references to digital tools such as
translation software or blockchain technologies, the paper distinguishes these from Al systems unless oth-
erwise noted.

Peacebuilding refers to comprehensive, long-term efforts to prevent the outbreak or recurrence of violent
conflict by strengthening national and local capacities for conflict management and resolution. It seeks to
create the conditions for durable peace and development by addressing core issues that affect the func-
tioning of society and the state.! Conflict resolution is the process of addressing the root causes of con-
flict and reaching mutually acceptable solutions through dialogue, negotiation, or mediation, with the aim
of ending violence and laying the foundation for sustainable peace. Negotiation and mediation are closely
linked; whereas negotiation involves parties directly, mediation brings in a neutral third party to support
dialogue. The term “peacebuilding” is used as an overarching framework that includes, but is not limited to,
conflict resolution. While conflict resolution typically refers to formal negotiations, mediation, or settlement
of disputes, peacebuilding also encompasses longer-term efforts to address structural injustice, promote
inclusion, and strengthen civic trust. In this paper, when “conflict resolution” appears, it refers to these more
specific practices within the broader landscape of peacebuilding. Core principles for just, inclusive, and
durable peace include addressing root causes of violent conflict, local capacity development, just and mean-
ingful inclusion, accountability and transparency, and solidarity and social justice.?

This paper adopts a values-driven understanding of peacebuilding that goes beyond the cessation of conflict
and encompasses inclusion, dignity, and agency. These principles inform the analysis of Al’s role in sup-
porting or undermining meaningful peacebuilding processes. Revolutionary progress in Al is transforming
approaches to conflict resolution and peacebuilding. Al today is actively influencing the field with predictive
models that forecast social unrest and generative tools that draft complex negotiation texts.®* This integra-
tion remains uneven, and is shaped by access, data gaps, and contested norms.® While the last wave of digital
innovation changed how data is communicated and shared, today’s Al signifies a substantial leap forward,
offering the potential to improve mediation and peacebuilding in entirely new ways. However, alongside that
promise comes risk. This paper explores how Al can both facilitate and complicate the future of conflict res-
olution and peace.

Conflicts today are complex and rapidly evolving, shaped by shifting alliances and deep-rooted socio-politi-
cal tensions. Traditional negotiation frameworks, such as distributive, integrative, and principled approaches,
face inherent limitations, including human cognitive biases, information processing constraints, and chal-
lenges in identifying underlying interests or objective criteria. Al offers significant improvements by enhanc-
ing data analysis and prediction, automating option generation, providing real-time strategic insights, and
mitigating human biases.

Early experiments in Al for conflict resolution focused on rule-based logic and basic simulations.® However,
significant progress has been made in recent years. Machine learning and natural language processing have
opened the door to interpreting real-time dialogue, analyzing sentiment, and drawing insights from messy,
unstructured conversations. These tools help to uncover some underlying issues, identify opportunities for
consensus, and guide negotiators with fresh perspectives.
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There is also growing momentum behind what some call “hybrid peacemaking intelligence” —a collaboration
between human judgment and Al’'s computational power.” Al-driven tools can surface stakeholder positions,
forecast negotiation paths, and even suggest strategy shifts. Properly designed, such hybrid models may help
broaden participation and improve transparency in peace processes, raising the prospect that underrepre-
sented voices and perspectives can be more effectively included. As explored later in this paper, the quality
of peace is closely tied to the degree of inclusivity and transparency in its making.

Al operates within a wider ecosystem of technologies that carry inherent risks, including surveillance, data
bias, and the exclusion of marginalized voices. These tools can entrench power just as easily as they chal-
lenge it. This dual nature of Al underscores the urgent need to introduce robust governance and ethical
frameworks. In the context of conflict resolution and peacebuilding, with inadequate oversight, Al has the
potential not only to amplify existing inequities but also to generate new forms of exclusion and vulnerabil-
ity, thereby weakening trust, legitimacy, and inclusivity in peace processes. Addressing these requires more
than technical fixes; it demands governance and accountability frameworks grounded in international human
rights principles such as privacy, fairness, and due process.® In the absence of shared norms, states and
institutions are moving quickly to define technical guidelines, often in ways that may reflect strategic inter-
ests or geopolitical priorities rather than participatory or rights-based deliberation. These dynamics are fur-
ther shaped by the growing influence of private actors that control core Al infrastructures and training data.
Therefore, for Al to be a responsible and effective tool in peacebuilding, its deployment must be grounded
in diverse knowledge systems and tailored to the unique cultural, historical, and political realities of each
conflict. This sensitivity is crucial to prevent the imposition of universal frameworks, which risk being coun-
terproductive or detrimental when applied to complex local realities.

The sections that follow examine both the potential and the risks of Al in conflict resolution. They consider
how predictive analytics are being used in conflict forecasting, how large language models are entering nego-
tiation spaces, and why ethical frameworks and international coordination are essential. Drawing on real-
world examples and academic research, the paper traces how Al is being deployed in practice, what is at
stake, and how its use may shape the quality of peace.

Ultimately, this paper aims to advance a forward-looking yet balanced perspective. Al, used wisely, can make
peacebuilding more effective and inclusive. But it must be guided by strong values of transparency, account-
ability, empathy, and justice. The mediation and conflict resolution community faces the challenge of inte-
grating Al in a manner that enhances the human element at the core of our efforts.

Standards for Durable Peace

Before turning to how Al is entering peacebuilding practice, it is necessary to establish the standards against
which its contributions should be assessed. The question is not only whether Al can speed up dialogue,
broaden access, or improve prediction, but whether these innovations contribute to the kind of peace that
endures or is sustained. Durable peace has long been understood, across scholarship and practice, to rest on
principles of inclusion, accountability, justice, and transparency. These are not abstract aspirations. They are
grounded in decades of comparative evidence on peace process outcomes, codified in international frame-
works, and reinforced by practitioner experience that shows peace lasts when it is broadly owned, socially
legitimate, and embedded in resilient institutions, and, conversely, that exclusionary or opaque processes
tend to collapse or leave grievances unresolved.
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It is therefore essential to clarify, before assessing technological applications, that Al should be judged by
the same yardsticks that have guided peacebuilding more broadly. Efficiency, speed, or novelty cannot be the
sole measures of success. The relevant test is whether Al-enabled processes uphold or exceed the standards
that evidence shows produce durable, legitimate, and just peace. The following section reviews these estab-
lished frameworks and findings.

Normative Frameworks

The UN has consistently affirmed that peace cannot be reduced to the cessation of armed violence. The 1992
Agenda for Peace® underscored that lasting peace depends on accountability, participation, justice, and the
resilience of institutions. The Women, Peace, and Security (WPS) agenda, starting with UNSCR 1325 (2000)™°
and reinforced by subsequent resolutions, expanded this foundation and established that women’s mean-
ingful participation in peacebuilding is both a matter of rights and a determinant of effectiveness. Building
on this mandate, the UN Guidance for Effective Mediation (2012) broadened the scope of inclusion to civil
society actors, displaced persons, minorities, indigenous communities, victims’ associations, and the incor-
poration of plural knowledge systems into decision-making." The Gender and Inclusive Mediation Strategies
guidance (2017) translates these principles into operational practice.?

The Secretary-General’s 2023 A New Agenda for Peace™ and the Pact for the Future' frame durable peace as
inseparable from inclusive governance, justice, and rights-based accountability. Other recent commitments
such as the Global Digital Compact and the Declaration on Future Generations™ extend these principles
further and embed digital cooperation into the agenda for peace and security. Within the 2030 Agenda, SDG
16 operationalizes these commitments by calling for inclusive societies, equal access to justice, and effec-
tive, accountable, and transparent institutions. '® For this paper, these standards are important as they also
define the benchmarks that Al-enabled tools should meet if they are to contribute to durable and legitimate
outcomes.

Peace Process Evidence, Critique, and Design Trade-Offs

Comparative research and practice accounts converge that inclusion and transparency correlate with dura-
bility and legitimacy, but also show how these gains depend on how inclusion is designed and where it occurs.
Three clusters of findings are salient for this paper: (i) empirical evidence linking broad participation to more
stable agreements; (ii) design lessons on modalities and sequencing; and (iii) critiques showing the risk of
symbolic participation, elite resistance, and opaque bargaining. These lessons are relevant for Al in peace-
building, because the way systems are designed, i.e., what data they are trained on, how they process inputs,
or how their outputs are used, will determine whether they broaden participation or replicate exclusion.

Cross-national studies and practitioner accounts both substantiate that meaningful inclusion lowers the risk
of peace agreement failure. Rausch and Luu (2017) show that youth-inclusive dialogues in Nepal generated
consensus and reduced violent demonstrations by 80 percent.” The creation of channels for nonviolent polit-
ical expression connected grassroots actors with formal decision-makers, and produced joint recommenda-
tions that informed constitutional debates. They stress that inclusion worked not only by expanding voices at
the table, but by institutionalizing follow-up mechanisms to monitor commitments, thereby reducing relapse
into violence. O’Reilly, O Suilleabhain, and Paffenholz (2015) show that when women are included in a peace
process, the peace agreement that results is 20 percent more likely to last at least two years, and 35 percent
more likely to last for fifteen years.” This points to the need for feedback loops that connect participation
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with real political outcomes. If Al is deployed to broaden participation, its effectiveness may be measured
with the longevity of peace agreements, along with efficiency or scale.

Design research shows that who is included, how their input is structured, and when it occurs matters as
much as whether inclusion happens at all. Schadel and Dudouet (2020) distinguish between horizontal inclu-
sion (armed actors and potential spoilers) and vertical inclusion (social actors such as women’s groups,
youth, victims’ associations). Both are essential. The former without the latter risks an elite cartel, while the
latter without the former risks unenforceable agreements. Modalities range from direct representation and
observer status to consultative forums, commissions, or public participation, but they only strengthen peace
when linked to real influence. Sequencing is equally important: “Incremental inclusivity” works when early
stages provide ownership and reduce spoiler incentives, while late or tokenistic gestures produce clauses
that are merely symbolic.”®* The Why It Worked project, undertaken by the Center for Public Leadership’s
Negotiation and Conflict Resolution Collaboratory at HKS, reinforces these lessons. Drawing on compara-
tive analysis of more than seventy years of protracted, asymmetric, and ethnonational conflicts, it finds that
peace processes endure when they build legitimacy for all core actors, institutionalize trust-building mea-
sures or power-sharing, and address root causes and collective trauma. Agreements that denied legitimacy,
sidelined grassroots actors, or ignored historical grievances tended to collapse, while those that combined
broad participation with concrete trust-building proved more sustainable.?

Ghais (2022) reinforces this through comparative evidence. When civil society organizations were given
observer status in Liberia’s 2003 talks, they shaped reforms that constrained interim leaders and initiated
truth-seeking. These provisions were later credited with stabilizing implementation. In contrast, the exclusion
of civic actors in Chad’s 2002 negotiations produced a thin amnesty-and-office-sharing deal that quickly
unraveled. Including broad constituencies, from CSOs and victims’ associations to major armed groups, cor-
related with reduced spoiling and more sustainable outcomes, provided their input is structurally tied to
decision-making.?' Palmiano Federer (2024) shows how formal gestures of inclusion in Myanmar backfired,
as women and civil society actors lacked real influence over agenda or power distribution.?? While the Bosnia/
Dayton Accord ended mass violence, its opaque, elite-driven design entrenched rigid power-sharing arrange-
ments and generated long-term institutional paralysis rather than renewal.?® This points to the need for broad
inclusion of actors in Al-assisted peacebuilding, not only in who is consulted but in how their perspectives
are weighed, translated into outputs, and tied to actual decision-making authority.

Cuhadar (2020) cautions that while inclusion is now a near-universal aspiration in peace process design, it
is frequently resisted. This resistance is not incidental but stems from in-group/out-group dynamics. Most
resistance originates with political elites, though societal actors and rebel groups also engage in it, deploy-
ing tactics that may be implicit or elusive, direct or explicit, or coercive. The motivations for resistance also
matter. Resistance arising from political competition or economic self-interest can sometimes be managed
through incentive structures or safeguards. Resistance grounded in identity (such as when gender or ethnic
inclusion is perceived as an existential threat) requires longer-term strategies that combine institutional
design with ideological and cultural change.?* Here, Al design too faces a parallel risk. If training datasets
underrepresent marginalized groups or over-weight dominant perspectives, or if algorithms are optimized for
consensus without accounting for exclusion, the result may be to institutionalize resistance by validating the
same asymmetries that drive conflict instead of mitigating it.

Emerging Benchmarks for Al in Peacebuilding

If these lessons shape the substance of peace processes, they must also inform the frameworks that govern
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the use of Al within them. There are some emerging benchmarks on the design and deployment of Al in con-
flict resolution and peacebuilding.

The UN locates artificial intelligence within a rights-centered, development-oriented frame and identified
conditions under which Al can support peace. General Assembly resolution A/78/L.49 (2024) recognizes the
potential of “safe, secure, and trustworthy” Al to advance all sustainable development goals, promote peace,
reduce digital divides, and protect human rights, while calling on states and stakeholders to refrain from
uses that cannot comply with international human rights law, and to uphold rights through the Al life cycle.?
The Security Council’s debate (S/PV.9381) in 2023 characterized Al as a double-edged capability, which can
enhance monitoring, early warning, and peace operations, but also threatens peace through disinformation,
surveillance, autonomy in weapons, and bias. There were repeated calls by delegations for transparency,
human oversight, accountability, and inclusive governance that gives equal voice to developing countries.?
First Committee deliberations in 2024 (A/C.1/79/L.43) extend this security track by emphasizing human-cen-
tric, accountable, safe, secure, and trustworthy approaches to Al with implications for international peace
and security.”

Complementing these system-wide signals, the UN Department of Political and Peacebuilding Affairs Practice
Note on malicious use of ICT in mediation specifies process safeguards, such as technology-sensitive con-
flict analysis, preparedness for information manipulation, secure communications, and practical checks, to
protect the integrity of peace talks.22 UN Women’s Action Brief on Al for WPS adds that Al can either widen or
narrow participation in peace efforts depending on design choices, reinforcing the case that women’s mean-
ingful participation and civil society inputs must be structured into Al-enabled practices and not treated as
an afterthought.?® UNESCO’s Recommendations on the Ethics of Artificial Intelligence provides ethics-linked
expectations such as transparency, accountability, and human oversight as complements to, and not substi-
tutes for, rights-based obligations.®® The Special Rapporteur on freedom of expression (A/73/348) sets out
a legal architecture that translates directly into Al in peacebuilding; that states must respect, protect, and
fulfill rights in Al design, procurement, and deployment; and that private companies bear responsibilities
aligned with the UN Guiding Principles, including policy commitment, due diligence, prevention/mitigation,
ongoing review, and remedy.*'

Responsible innovation frameworks echo these principles. Boulanin, Brockmann, and Richards (2021) pro-
pose Responsible Research and Innovation (RRI) as an actionable approach for Al in international peace and
security, and highlight co-creation with stakeholders, anticipatory governance, reflexivity, responsiveness,
and transparency as key.*? SIPRI and UNODA’s Factsheet on Responsible Al for Peace and Security defines
responsible innovation as anticipatory, inclusive, reflective, and preventive, and points to governance levers
across the research and technology lifecycle.®

Taken together, these initiatives matter for two reasons. First, they confirm that inclusion, transparency, and
accountability are not optional features but widely recognized standards in peacebuilding. Second, they show
that the question is not whether Al should be used, but under what conditions and with what safeguards.
With these benchmarks in mind, the next section turns to the current landscape of Al in conflict resolution
and peacebuilding, demonstrating how tools for prediction, mediation, and simulation are being applied in
practice, and what is at stake for the quality of peace.

Current Landscape

The growing integration of Al into peacebuilding is reshaping the tools available to negotiators and media-
tors, as well as the underlying architectures of decision-making, legitimacy, and control. From early warning
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systems to deliberative simulators, Al is becoming a force that structures whose voices are heard, which
futures are modelled, and how peace is reimagined. Some have welcomed these developments, while others
push for institutional and ethical guardrails amid their hasty implementations. Nonetheless, technological
advancements in Al have generated optimism about its technical potential contributions to peace and medi-
ation®*—though important questions about outcomes, legitimacy, and long-term impact remain.

Conflict Prediction and Early Warning Systems

Early warning systems (EWS) that aggregate and analyze social, economic, and political data have rapidly
evolved, enabling the forecasting of potential violence several years in advance. These systems are designed
not only to issue alerts but also to guide preventive diplomatic and humanitarian actions, enabling deci-
sion-makers and mediators to act in a more timely manner. By processing vast datasets in near real-time from
sources like social media, news reports, and governmental data, Al-powered EWS can identify subtle signals
and patterns that indicate social fragmentation or rising tensions, which might otherwise go unnoticed.

A prominent example is the Violence & Impacts Early-Warning System (ViEWS), a conflict prediction plat-
form jointly developed by Uppsala University and the Peace Research Institute Oslo (PRIO).%® VIEWS employs
machine learning to forecast the risk and intensity of political violence up to thirty-six months in advance,
including estimates of fatalities. For instance, in June 2025 it forecasted 194 fatalities in Syria and 465 in
Ukraine for September 2025, and for February 2028, it predicted 452 and 117 fatalities, respectively.®® These
forecasts are probabilistic and rely on a range of structural and dynamic indicators, including political exclu-
sion, past violence trends, and socioeconomic conditions, rather than scenario-specific assumptions (e.g.,
regime change).

The forward-looking nature of these predictions raises questions about their underlying basis. VIEWS’
forecasts are not static; they are part of a dynamic system that produces rolling, monthly updates. This
dynamic model is evident when comparing successive forecast runs. Between the May 2025 and June 2025
updates, the fatality prediction for September 2025 in Syria remained stable at 194, while the forecast for
Ukraine in the same month dramatically increased from 252 to 465. The sharp revision in prediction for
Ukraine reflects new data indicating an escalating risk. While these figures highlight the system’s ability to
identify regions at risk, they also underscore the key challenge of predicting the precise scale of violence. The
forecasts for ongoing conflicts may seem low, indicating that while the system can accurately pinpoint where
violence will occur, quantifying the exact human cost remains a significant hurdle.

Conflict Mediation and Peace Negotiations

Beyond prediction, Al is already being deployed during conflicts as a powerful companion for mediation pro-
cesses, particularly those involving large and complex datasets. The United Nations Department of Political
and Peacebuilding Affairs, led by innovators like Martin Wahlisch in its former Innovation Cell, has used
Al-driven digital dialogue platforms in countries like Libya and Yemen.*” These platforms process thou-
sands of public responses simultaneously, allowing mediation teams to generate granular insights by system-
atically analyzing citizen sentiment across different languages, ethnicities, and genders. As Wahlisch notes,
such tools effectively combine the scale of a survey with the detail of a focus group discussion. Al-facilitated
digital dialogues have also enabled inclusive participation where traditional polling methods fall short, allow-
ing mediators to bypass security-related barriers, rapidly capture dynamic opinions, and confer legitimacy on
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peace negotiations.%®

The development of specialized Al tools further illustrates this trend. One such tool, Latent Issue Extraction,
employs advanced natural language processing (NLP) techniques, including topic modeling and BERT embed-
dings, to analyze extensive negotiation transcripts.®® This analysis uncovers patterns of convergence and
divergence in opinions among conflict parties, enabling the design of negotiation strategies that address
previously unrecognized grievances.

Another tool, the Party Distances Tool, quantifies the ideological gap between negotiating parties to map
out potential “Zones of Possible Agreement.”*® These tools enhance the mediator’s capabilities by helping
them manage information overload and inherent human biases through data-driven metrics. Additionally,
visual tools, such as party activity graphs, analyze the dynamics of conversation, highlight dominant speak-
ers, and identify shifts when negotiations begin to stall or accelerate.

These tools and innovations reflect a shift toward Hybrid Intelligence Systems that combine human over-
sight with machine analytics. Currently, these systems acknowledge that Al’s strengths lie in processing
large datasets and identifying patterns, while human mediators provide the essential cultural, contextual,
and ethical perspectives necessary for making nuanced decisions. The interplay between Al-driven analysis
and human judgment enables the generation of “reflexive knowledge” that can adapt to the evolving nature
of conflicts. For instance, by continuously updating analysis based on real-time data, hybrid systems help
maintain situational awareness even in protracted or rapidly shifting conflicts. More importantly, how that
knowledge is interpreted also depends on who is involved in the process, and the perspectives and contexts
they bring. Crucially, this collaborative approach also mitigates the risk of overreliance on machine outputs
by ensuring humans remain “in the loop,” adapting and interpreting Al-generated insights in a culturally and
contextually appropriate manner. The current role of Al in conflict resolution is best understood as a partner-
ship that enhances the capabilities of human mediators. The core of mediation remains deeply relational and
political, requiring interpretation, trust-building, and attention to asymmetries. As one panelist at Harvard’s
2024 Al Negotiation Summit noted, while frontline negotiators might tolerate Al hallucinations and biases,
this cannot be a safe assumption for all users, reinforcing the need for expert human oversight.*' However,
this human-machine dynamic is not static. As Al technology rapidly evolves, we anticipate that future sys-
tems may develop more human-like capabilities, such as contextual understanding and nuanced discern-
ment. This evolution also presents an intriguing possibility where Al systems could be developed to monitor
human decision-making to flag potential biases our own context might inadvertently introduce. While human
perspective is invaluable, it can also be a source of inherent bias; an Al that serves as an objective check
could improve this symbiotic partnership.

Conflict Simulators and Strategic Modeling

Simulation tools, part of a longer lineage of tech-supported negotiation experiments, have emerged as a
new frontier in conflict resolution. The Ukraine-Russia Peace Agreement Simulator, developed by CSIS
using data from forty-five experts and 375 ceasefire agreements, enables users to test hypothetical outcomes
across various themes, including territory, justice, and security.*> The simulator was built using software from
Scale Al and data from forty-five experts who participated in a strategy game called “Hetman’s Shadow,”
which was enriched with media analysis and data from 375 past ceasefire agreements.”® This gamified envi-
ronment enables negotiators and analysts to explore plausible futures and decision trade-offs in real time.

Similarly, Google DeepMind’s Habermas Machine, although not yet used in conflict zones, has demonstrated
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that Al-generated deliberative statements can outperform those written by human negotiators in terms of
clarity and acceptance.** In one experiment, 56 percent of participants preferred the Al-generated state-
ments, finding them clearer and of higher quality. With further development, such tools could help facilitate
consensus-building in complex disputes. While promising, such tools also raise the question of whose defi-
nition of consensus is being coded, and whether these platforms can accommodate plural, contested, or
nonnegotiable claims that resist algorithmic resolution.*® For Al to benefit peacebuilding globally, particularly
in regions with infrastructure limitations, targeted investment in public education and digital infrastructure is
essential to ensure not just participation but meaningful voice in shaping the aims and boundaries of these
tools.

Stakeholders in Al and Peacebuilding

The use of artificial intelligence in conflict resolution is cross-sectoral, demanding active collaboration
among different actors. These stakeholders, ranging from multilateral institutions and national governments
to private companies and grassroots organizations, may not always share common incentives. Understanding
the power dynamics, capabilities, and limitations of each group is essential to designing ethical, inclusive,
and effective Al systems for peacebuilding.

Below, we outline five primary stakeholder categories, each playing a distinct role in shaping the develop-
ment, governance, and deployment of Al in conflict settings.

1. Multilateral Institutions

These institutions play a crucial role in establishing global norms, promoting cooperation, and advocating
for the ethical use of Al in conflict resolution and peacebuilding. However, funding politics and limited
technical capacity often constrain their influence, making them structurally dependent on the technical
pipelines controlled by private firms and powerful states.

e United Nations (UN): The UN’s engagement with Al in peacebuilding spans different dimensions.
The UN Department of Political and Peacebuilding Affairs (UN DPPA) has used Al to conduct public
sentiment analysis and facilitate multilingual “digital dialogues” in conflict-affected communities
such as in Guatemala, Yemen, and Libya.*® Training initiatives like the UN System Staff College’s dig-
ital literacy programs further support internal capacity-building.*” At the policy level, the UN Institute
for Disarmament Research (UNIDIR) launched a series of global conferences and dialogues on Al,
Security, and Ethics to foster international consensus on responsible Al development in the security
domain.*® These forums aim to build a shared understanding of risks and opportunities, informing the
ongoing UN-led discussions on international security and Al governance. On the research and field
practice front, collaborations with other organizations such as Interpeace have yielded Al-informed
disinformation mapping and digital platform design in Africa.*® At the normative and governance
strand, the UN system has spearheaded efforts such as the 2024 UNGA Resolution on “Seizing the
opportunities of safe, secure and trustworthy artificial intelligence systems for sustainable develop-
ment.”®° In addition, the Inter-Agency Working Group on Al, co-led by the ITU and UNESCO, remains
a key internal knowledge-sharing forum."'

* Regional and Member-Based Multilaterals: The African Union’s Peace and Security Council®? and
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intergovernmental partnerships like the OECD’s Global Partnership on Al (GPAI)®® promote regional
cooperation and introduce perspectives grounded in specific regional priorities. The AU also devel-
oped the Continental Artificial Intelligence Strategy in 2024 to “leverage Al in a manner that promotes
social and economic development and preserves its peace and security.” In Southeast Asia, ASEAN
has advanced regional frameworks through the ASEAN Guide on Governance and Ethics® and the
ASEAN 2025 Digital Masterplan®, along with the ASEAN-US Leaders’ Statement on Promoting Safe,
Secure, and Trustworthy Artificial Intelligence®, which collectively set standards for responsible Al
adoption and digital cooperation in the region. These initiatives highlight that Al in peacebuilding
must remain context-sensitive rather than based on one-size-fits-all models.

2. National Institutions

Nations are expanding investments in Al research, but their roles vary widely, from regulation to priori-
tizing military applications. Bureaucratic silos can challenge effective integration, and in some cases, Al
adoption may be driven more by modernization than conflict resolution needs, including applications in
surveillance and predictive operations that may lack sufficient civilian oversight.

e Ministries: Switzerland’s Federal Department of Foreign Affairs (FDFA) established the Geneva
Science and Diplomacy Anticipator (GESDA) to bridge government, science, and the private sector.
In February 2025, South Korea’s MOFA launched an “Al Diplomacy Division” to address Al’s impact
on global affairs, including security and economic growth.®® Governments, however, differ in their
objectives for Al adoption. While some emphasize applications for peacebuilding, others focus on
areas such as national security, surveillance, or geopolitical advantage. In many cases, adoption is
shaped by broader modernization agendas rather than by explicit peacebuilding goals.

e Al Safety Institutes (AISI): Following the Al Seoul Summit 2024, signatory states pledged to estab-
lish a network of AlSls to coordinate cross-border research and develop safety standards.®® France’s
creation of the National Institute for Al Evaluation and Security (INESIA), announced at the 2025 Al
Action Summit, marked a significant step toward public sector leadership in Al risk governance.®
While in the early stages, these institutes have begun drafting baseline protocols, although the effec-
tiveness of their enforcement remains to be seen.

3. Civil Society and NGOs

Civil society actors play a dual role: They implement peacebuilding tools and serve as watchdogs of Al
ethics and harms. However, they are too often excluded from the initial design and procurement phases
of Al systems. This exclusion is not merely an oversight but stems from closed, proprietary development
cycles or government procurement processes that lack public consultation.

The most important role for civil society is not necessarily in the technical design (i.e., coding the algo-
rithm) but in shaping the system’s requirements, constraints, and ethical guardrails. They possess the
crucial ground-truth knowledge to inform what a tool should do, what it must not do, and how its impact
should be measured. Yet they are frequently brought in only after deployment to mitigate damage or
manage backlash.

Finally, and most critically, there are the stakeholders who often lack a formal voice yet bear the great-
est risks: the conflict-affected and marginalized communities themselves. Although they are frequently
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categorized as beneficiaries rather than active participants, these groups are essential stakeholders whose
safety and well-being represent the ultimate measure of success. They face increased risks from algorithmic
bias and exclusion from decision-making processes, making their active participation and protection imper-
ative for any legitimate and sustainable peacebuilding effort.

Humanitarian and Mediation Organizations: Groups like Conciliation Resources and the
International Committee of the Red Cross (ICRC) are developing frameworks for ethical Al use in
humanitarian and conflict settings.’’ The ICRC’s work, for instance, focuses on ensuring Al tools
used in humanitarian action comply with international humanitarian law, particularly the principles of
distinction, proportionality, and precaution. The framework is in an active development and piloting
phase, representing an effort to establish clear operational rules before technologies become wide-
spread. Since April 2023, the CMI-Martti Ahtisaari Peace Foundation has used Al for broad-based
consultations and digital dialogues with stakeholders in Sudan.®?

Al Safety Organizations: Organizations such as Al for Peace and the Future Society promote the
ethical deployment of Al, transparency, and multi-stakeholder engagement.®® The Netherlands Al
Coalition has a dedicated working group on security, peace, and justice.’* These groups often act as
intermediaries, connecting communities, governments, and developers.

4. Think Tanks and Academia

Academic institutions contribute critical insights into the technical development and ethical implications
of Al in conflict settings.

Think Tanks: The Center for Strategic and International Studies (CSIS) and the Center for a New
American Security (CNAS) explore Al models for peace negotiations.®® Security-focused institutions
like the RAND Corporation also contribute significantly, often focusing on Al’s role in national secu-
rity, deterrence, and military strategy, which shapes the broader geopolitical context of its use.®®

Academic Institutions: Institutions like NYU’s Peace and Research Education Program (PREP)®” and
Harvard Kennedy School’s Belfer Center®® facilitate scholarship at the intersection of Al, ethics, and
international relations. Uppsala University and the Peace Research Institute Oslo (PRIO), through the
VIiEWS project, have advanced machine-learning models for predicting political violence.

5. Private Sector and Big Tech

Private technology companies are the primary developers of advanced Al systems, given their concen-
tration of R&D capacity, computing power, and proprietary data. These firms increasingly participate in
public-private partnerships, though their commercial incentives do not always align with public policy
objectives. Market-driven priorities such as scale and efficiency can at times overshadow considerations
of fairness, accountability, or cultural adaptation, which are important for sustainable peace.

Big Tech Companies: Companies like Microsoft, Google, Meta, and Amazon have developed Al tools
with implications for conflict resolution. Google’s Jigsaw and DeepMind’s experimental Habermas
Machine aim to support deliberation and combat harmful speech. Microsoft’s Al for Good initiative
has supported disaster response and humanitarian mapping tools in partnership with the UN.®°

Al Startups: Emerging firms are designing specialized tools for early warning systems, negotiation
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analytics, and conflict monitoring. While more agile than large corporations, these startups often rely
on public or philanthropic funding and may lack the scale to achieve widespread adoption.

Opportunities and Al’s Impact

Artificial intelligence offers considerable opportunities to strengthen conflict prevention, enhance media-
tion, and improve inclusivity and responsiveness in peace processes. These opportunities arise not only from
Al's technical capacity to process large-scale data but also from its potential to augment human judgment,
foster participatory frameworks, and support ethical, data-driven interventions in complex environments.

1. Predictive Intelligence and Governance for Conflict Prevention

Al-powered early warning systems analyze vast, heterogeneous datasets—including social media feeds,
economic indicators, historical conflict trends, and satellite imagery—to detect weak signals that may
precede violent conflict or political instability.”® These insights can enable timely, targeted diplomatic or
humanitarian interventions. Al also allows for granular geographic and temporal forecasting in regions
previously underserved by conventional monitoring efforts.

The predictive power of these systems depends not only on data quality but also on interpretive context,
especially regarding who is warned, about what, and with what consequences. These decisions may
reflect institutional or geopolitical priorities rather than local needs, creating a potential tension between
supra-national risk assessments and community-level realities. The deeper conflict, therefore, lies not
just in geography or scale but in asymmetries of data access, technological capacity, and epistemic
authority. While information gaps have always been a feature of international relations, Al supercharges
this disparity. It enables technologically advanced actors to process data at an unprecedented scale,
widening the information gap and creating a more profound imbalance than ever before.

Hence, to be effective for conflict prevention, predictive systems can embed inclusive governance frame-
works which can not only ensure high-quality data but also integrate local perspectives into analysis,
clarify decision-making protocols, and align preventive action with community priorities. Done well,
Al-enabled early warning can help address structural drivers of conflict, such as economic exclusion,
political marginalization, or environmental degradation, before they escalate, while also guiding resource
allocation, inclusive dialogue, and counter-disinformation efforts in fragile settings.

2. Augmented Mediation Through Hybrid Intelligence

Al can powerfully augment the capabilities of human negotiators, helping them process information,
identify patterns, and generate insights. Hybrid intelligence systems, which combine human oversight
with machine analytics, are a particularly significant contribution.”

Such hybrid intelligence systems facilitate the generation of “reflexive knowledge”—a dynamic feedback
loop where Al provides data-driven insights, humans interpret them based on context and ethics, and
this refined understanding is then fed back to guide further analysis. For example, real-time analysis
of sentiment trends or ideological divergence can inform tactical adjustments during negotiations. In
long-running or personnel-fragmented processes, Al can help maintain situational awareness by tracking
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changes in stakeholder positions and dialogue tone over time.

These systems also offer an opportunity to strengthen human judgment. When designed intentionally,
they can help negotiators reflect on implicit biases, interrogate dominant narratives, and make more
deliberate choices about whose voices and histories are included in peace processes. Leveraging Al to
highlight underrepresented perspectives, elevate local knowledge systems, and counter algorithmic drift
can make conflict resolution efforts more accountable and adaptive. Far from replacing the human ele-
ment, Al can amplify it by surfacing insights that might otherwise be overlooked, challenging dominant
framings, and expanding the ethical range of mediation practice in complex settings.

3. Increased Inclusivity

Al-powered tools offer concrete solutions to barriers that have historically hindered participation in peace
processes. Rather than merely providing access, Al can actively foster inclusion. For instance, advanced,
Al-driven machine translation can overcome language barriers in real-time, supporting dialects and col-
loquialisms that standard tools miss. Furthermore, Al can analyze qualitative data from thousands of
participants in digital dialogues, using sentiment and topic analysis to ensure that the specific concerns
of women, youth, and other marginalized groups are not just heard but systematically understood and
presented to negotiators.

During the 2020-21 Libyan peace talks, the UN Support Mission in Libya (UNSMIL) convened virtual
meetings to bring the voices of women and youth into a process dominated by seventy-five unelected
representatives.”? While virtual meetings provided access, Al offers the next step: the ability to analyze
the rich input from such sessions at scale, ensuring the findings meaningfully inform the official political
dialogue. However, to be genuinely inclusive, these tools must give communities control over how their
data is used and represented, moving beyond token participation to genuine digital autonomy.

4. Improved Efficiency and Effectiveness

Al can significantly enhance the efficiency of peace processes by streamlining data analysis, facilitating
communication, and modeling potential outcomes. But increased efficiency is not always value-neutral.
Gains in speed or scale may come at the expense of deliberation, inclusion, or trust-building, particularly
when complex political or cultural judgments are reduced to algorithmic outputs. Thus, understanding
which forms of efficiency are pursued, and whose goals they serve, is crucial. Simulation platforms, like
the CSIS Ukraine-Russia Peace Agreement Simulator, serve as a “sandbox” for refining strategies. Al
can also enhance institutional memory by archiving negotiation histories, thereby improving continuity
in long-running processes. This enhanced efficiency extends to post-conflict phases, where Al-powered
systems using satellite and drone imagery can monitor and verify ceasefire compliance, building confi-
dence through transparent monitoring. Al can also make peacebuilding more effective by:

*  Optimizing Resource Allocation: Al models can analyze real-time needs assessments to help guide
the strategic deployment of humanitarian aid and peacekeeping assets to where they are most
needed.

* Countering Misinformation: Advanced algorithms can detect and flag deepfakes and disinformation
campaigns in real-time, protecting the integrity of public discourse during sensitive negotiations.
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Expanding Access to Support: In low-capacity contexts, user-friendly Al tools can empower a more
diverse range of local actors to contribute meaningfully to peacebuilding without relying on large
technical teams.

Mitigating Bias: When carefully designed, Al systems can help reduce certain forms of human bias in
analysis and decision-making. For example, Al can identify patterns that might otherwise be missed
in more intuitive or manual processes. However, Al systems’ effectiveness depends on the data they
are trained on and the assumptions built into their design.

Challenges

While Al offers tools with potential relevance for peacebuilding, its use in conflict resolution presents signif-
icant challenges. These challenges span cultural, technical, ethical, and operational dimensions.

1. Bias and Representational Limitations

One major challenge for Al in conflict settings is the representativeness of the data used to train or
fine-tune models. Data from conflict zones is often incomplete, contested, or shaped by misinformation,
which can distort how models interpret on-the-ground realities.

Cultural Misunderstanding: Al systems trained primarily on general or global datasets may misrep-
resent culturally specific values, beliefs, or historically rooted grievances.” In peace processes, this
can result in outputs that flatten plural worldviews into reductive compromises, worsening mistrust
or undermining legitimacy for marginalized parties or minority groups.’™

Reinforcing Inequity: When training data disproportionately represents one group’s perspectives,
Al outputs may naturally favor that group. Recognizing this potential risk, the UN’s use of Al to ana-
lyze the Israel-Palestine conflict did not rely on the model to deliver definitive answers, but the tool
explored potential solutions and alternative options—acknowledging the importance of human judg-
ment in navigating biased or unreliable information.”” The outcomes of such models are constrained
by the accuracy of the model and the weights it allocates to the different variables as much as
its ability to distinguish between credible information and rumors or propaganda. Failure to do so
risks reinforcing existing biases rather than offering accurate conflict analysis or viable pathways for
resolution.

2. Digital Divides and Power Imbalances

Effective Al requires massive amounts of data and robust digital infrastructure, which are not universally
available. This creates a fundamental gap.

Infrastructure Disparity and Data Divide: Al systems require high-quality, timely data and reliable
digital infrastructure, but these remain unevenly distributed. More than 2.7 billion people, mostly in
the Global South, remain offline, leaving them underrepresented in Al-driven peacebuilding models
due to the limited digital information available for reference.” This risks excluding entire regions from
monitoring and mediation tools while reinforcing geopolitical inequities in whose conflicts receive
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predictive attention or intervention.”” In such cases, where datasets lack critical variables, Al models
may not only produce biased outputs but also inaccurate recommendations, for example, overlooking
signs of escalation in conflict-prone areas and thereby reducing the effectiveness of preventive or
resolution efforts.

e Epistemic Power and System Design: Concentrations of expertise in peacebuilding, whether in Al
systems or in human teams, risk embedding the norms and priorities of a narrow set of actors. With
Al, this challenge is amplified, as design choices made largely in high-income countries can be cod-
ified into systems and applied globally, without adequate global input. Ensuring that Al incorporates
plural sources of expertise is therefore essential to avoid reproducing bias and to sustain legitimacy
in conflict settings.

* Lack of Accountability and Redress: Even when individuals participate digitally, opaque algorithms
can mediate how their data is interpreted and acted upon, often without their knowledge or con-
sent.”® Without mechanisms for appeal, correction, or collective oversight, these systems may repro-
duce the same harms that they claim to fix—only faster, and with less transparency. This raises con-
cerns about procedural fairness, dignity, and the governance of algorithmic authority in post-conflict
settings.

3. Misinformation, Ambiguity, and Dual-Use Risks

Al tools can be both corrupted by bad information and used to create it, making them a double-edged
sword in conflict. In conflict situations, this can lead to increased confusion, distrust, and a higher like-
lihood of escalation.

* Misinformation: Al systems are not only vulnerable to biased inputs but are increasingly being used
to operationalize disinformation. In conflict settings, actors with access to information infrastructure
can exploit model ambiguity to elevate specific narratives, frame adversaries, or undermine peace
efforts. Additionally, the speed and ease with which Al can generate manipulated images, videos,
and audio has significantly increased the velocity and volume of misinformation online.”® Without
safeguards, Al tools risk becoming amplifiers of strategic falsehoods.

e Algorithmic Ambiguity: Malicious actors can use Al to create highly realistic “deepfakes” and other
synthetic content that blurs the line between truth and fabrication. This “corrosive ambiguity” erodes
the trust needed for dialogue. The opacity of many Al models (often referred to as “black box” sys-
tems) poses risks for peace processes that depend on transparency and mutual accountability.°
When creators of the tech cannot fully explain how the Al tool reached a specific conclusion, nor can
adversaries audit how a recommendation was generated, Al outputs may be viewed with suspicion
rather than propel resolution.

* Dual-Use Risks: Many Al systems are dual-use, meaning that those developed for peacebuilding
may be entangled with military and security infrastructures.®' Predictive tools used to assess con-
flict risk can also be deployed for surveillance, population control, or autonomous targeting. For
example, satellite imagery that is used to monitor ceasefire compliance may be rerouted to inform
drone strikes. Language models that are trained to understand grievances may be used to manipulate
public sentiment or target opposition. These tools’ repurposing can blur the line between peacekeep-
ing and coercion.
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4. Privacy and Surveillance Risks

In conflict settings, the collection of personal data to power Al systems, such as geolocation, social
media activity, and satellite imagery, raises privacy and safety concerns. While such data can help with
early warning and targeted responses, it also introduces the risk of surveillance, data misuse, and loss of
agency for affected communities. Without enforceable safeguards, these tools risk compromising safety,
eroding trust, and undermining the legitimacy of peacebuilding efforts.

e Surveillance: In places like Darfur, the United Nations Early Warning System was deployed to mon-
itor the conflict. Analyzing satellite imagery has helped identify displaced people and target human-
itarian aid. However, this level of monitoring creates a risk of “surveillance humanitarianism,” where
personal data is collected without proper safeguards.®? This information could be misused by political
actors or stolen in a data breach by adversaries.

* Free Speech vs. Safety: Online hate speech has been used to incite violence, intimidate vulnerable
groups, and undermine peace efforts, especially in conflict zones. At the same time, digital spaces
serve as critical platforms for political dissent and community organizing. Al systems intended to
combat online hate speech must therefore maintain caution and ensure that safeguards against
incitement do not suppress legitimate expression. Forums like the 2025 Al Action Summit have
called for accountability mechanisms that protect both safety and civic participation in high-risk
environments.®

5. Overreliance on Technology and Diminished Human Agency

A recurring concern is “Al solutionism,” the belief that technology can resolve deeply human problems
simply by analyzing data at scale. As Jeff Seul and others caution, this mindset encourages blind trust in
models, treating algorithmic outputs as authoritative rather than advisory.?* 8 In peacebuilding, this can
displace the relational and deliberative processes that confer legitimacy on agreements.

There is a significant risk that negotiators may begin to over-rely on Al, treating algorithmic recommen-
dations as authoritative and allowing automated outputs to shape the sequence, framing, or perceived
legitimacy of negotiations. Over time, this can erode trust, weaken accountability, and displace the delib-
erative processes essential to sustainable peacebuilding.

* The lllusion of Control®: Al systems offer speed and scale but not understanding. While they can
detect statistical patterns, they cannot grasp the lived experience of historical trauma, moral injury,
or cultural red lines.®” In fields like humanitarian assistance or refugee adjudication, deferring to algo-
rithmic outputs without safeguards risks depersonalizing decisions and eroding accountability.®® The
risk is not that Al is inferior; these tools should support—not replace—the relational and adaptive
work at the heart of peacebuilding.

* Loss of Adaptability: Peace negotiations often require flexibility and context-specific judgement,
especially when talks reach an impasse. Overreliance on Al-generated scripts or recommendations
can dull these capacities, which makes it harder for negotiators to respond to evolving dynamics or
shifts in tone, trust, or alignment among parties. When mediation is treated as a technical exercise,
rather than a human process, it risks prioritizing procedure over understanding.®
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6. Governance, Implementation, and Sustainability Challenges

The governance of Al in peacebuilding is underdeveloped relative to its rapid adoption. While Al tools are
increasingly deployed in conflict settings, global regulatory frameworks are fragmented, with most efforts
resting on voluntary principles or national guidelines.®® In peacebuilding contexts, this imbalance raises
the risk that Al systems reproduce existing hierarchies instead of supporting inclusive, locally grounded
responses.

Weak Rules and Oversight: Unlike human negotiators, for whom norms of international law, medi-
ation practice, and institutional mandates provide some guardrails, there are few enforceable rules
governing Al in conflict resolution and peacebuilding. Current frameworks rely on nonbinding prin-
ciples or fragmented national standards.® This governance vacuum increases the likelihood that Al
systems are deployed in ways that are opaque, misaligned with human rights obligations, or discon-
nected from peacebuilding values such as inclusion and transparency.

Implementation Gaps: Peacebuilding organizations often lack the technical infrastructure and insti-
tutional capacity required to effectively integrate Al systems. Even when tools are available, they
are frequently developed by actors in the Global North, with limited input from those working in or
affected by conflict. This disconnect can result in tools that are poorly aligned with local needs or
cultural realities. Without stronger mechanisms for co-development, these gaps risk undermining the
credibility, uptake, and impact of Al in peacebuilding.

Security Risks: Al systems deployed in conflict zones are vulnerable to cyberattacks or manipu-
lation. If these systems are compromised, they could provide misleading information or be used to
harm rather than help.

Sustainability Issues: Al systems must be continuously updated to remain useful in rapidly evolving
conflict environments. However, keeping them running requires money, skilled staff, and a long-term
commitment. In resource-limited settings, this is often not realistic. Without sustained investment,
even well-designed systems can become outdated over time.

Addressing these governance, implementation, and sustainability issues requires establishing
robust ethical guardrails, ensuring human oversight, and designing Al systems in collaboration with
the communities they are intended to serve.
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Policy Recommendations

To responsibly integrate artificial intelligence into conflict resolution efforts, we propose focusing on three
core pillars: establishing robust governance and ethical standards, building inclusive infrastructure with
equitable funding, and ensuring access and decision-making power are shared with communities directly
affected by conflict. The recommendations reflect both near-term feasibility and long-term strategic goals:

1.

Governance and Ethical Standards

Create Multilateral Task Forces on Al and Conflict Resolution
Led by: Multilateral bodies

Multilateral bodies such as the United Nations, OECD, African Union, and European Union should
form dedicated task forces. These task forces must include representatives from conflict-affected
regions and civil society to develop evolving ethical guidelines, data management standards, and
rules for procuring commercial Al tools.

Enforce Independent Audits and Algorithmic Accountability
Led by: National governments, tech firms, multilateral agencies

National governments and multilateral agencies should establish task forces on Al and conflict reso-
lution that set standards for transparency for private entities developing Al tools. Rather than acting
as a traditional regulator, these task forces would leverage the power of procurement, embedding
these standards into all contracts for Al tools used in peacebuilding. These procurement require-
ments would mandate independent, third-party audits to assess for bias, transparency, and potential
misuse, with public disclosure of the findings. This allows the task forces to enforce the standards
effectively by having the authority to void contracts if private entities fail to meet them.

Establish Minimum Safety Thresholds for Deployment
Led by: States and multilateral bodies

States and multilateral bodies should adopt binding safety standards for any Al tool used in conflict
resolution. Al systems used in fragile or conflict-affected environments should undergo legal and
ethical review based on international humanitarian and human rights law. This review ensures com-
pliance with fundamental principles like distinction and proportionality, adapting the standards as
the technology evolves.

In addition, such Al tools should be subjected to adversarial threat modelling and “red team” simula-
tions, testing for malicious misuse by criminal actors, rogue states, or internal sabotage. This includes
simulating how Al tools could be co-opted for surveillance, manipulation, or coercion. Safeguards like
human override mechanisms, explainability requirements, and testing under contested conditions
should be embedded in the design and procurement process, rather than being retrofitted after harm
occurs.
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VL.

VIL.

Infrastructure and Funding

Create a UN Al and Conflict Resolution Fund
Led by: The United Nations

The United Nations Department of Political and Peacebuilding Affairs should establish and fund
an Al and Conflict Resolution Fund. In addition to advancing research on the use of Al in conflict
resolution, it should prioritize projects focused on data quality and multilingual access to prevent
failures in linguistically diverse conflict zones, as well as to avoid misrepresenting local nuances and
excluding entire communities. Data collection must follow the ethical and integrity-driven guidelines
established by the relevant task force as described above.

There should be special provisions for underserved areas, such as the Global South, where access to
such technologies is limited.

Develop Global Procurement Guidelines for Al in Peacebuilding
Led by: Governments, international NGOs, UN agencies

Conflict-affected governments and multilateral bodies should adopt peace tech procurement stan-
dards requiring open model audits, dual-use disclosures, ethics vetting, and interoperability with
human-in-the-loop frameworks. These should be modeled on arms control precedents.

Support Anti-Disinformation Infrastructure in Peace Processes
Led by: Civil society, tech platforms, monitoring bodies

Disinformation, especially via deepfakes and Al-generated propaganda, can derail peacebuilding.
Support must go to tools that detect and counter these threats in real time, focusing on empowering
local organizations to lead response efforts. International mediators and donors should invest in
tools and institutions that detect, archive, and counter synthetic media and deepfakes in conflict
zones. This includes partnerships with fact-checking coalitions, metadata authentication protocols,
and civic media training.

Access and Inclusion

Invest in Digital Infrastructure and Al Literacy
Led by: National governments, development agencies, and education ministries

National and local governments should invest in digital infrastructure and public education around
Al and conflict resolution. Given the need for Al literacy among negotiators, communities, and civil
society groups to ensure equitable and informed participation in conflict resolution initiatives, these
investments are critical to the success of Al tools in resolving future conflicts. Al literacy must go
beyond technical training to include media literacy and disinformation awareness. Peacebuilders,
journalists, and communities need tools to detect and critically evaluate synthetic media. Without
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digital inclusion, Al could deepen divides rather than close them.

VIIl. Ensure Participatory Al Design and Data Governance in Conflict Zones
Led by: Tech developers, international NGOs, peacebuilders

Multilateral agencies and donors should require participatory co-design practices in peace tech
development. This includes embedding local actors in model training, establishing community data
stewardship protocols, and institutionalizing pathways for redress of epistemic harm (misrepresen-
tation, erasure, or misuse of local knowledge).

Conclusion

Conflict resolution and peacebuilding, whether led by people or assisted by Al, must be human-centered,
ethically governed, and accountable to those most affected by conflict. The real measure is not the tool itself
but whether the process safeguards the dignity and agency of those most affected by conflict. Integrating
artificial intelligence into conflict resolution and peacebuilding is neither inherently liberatory nor inherently
harmful. Its value depends on how it is designed, deployed, and governed, and by whom. Peace is not merely
the absence of violence, but a condition of inclusion, dignity, and agency. Al systems, in their applications
for conflict resolution and peacebuilding, must be assessed against these benchmarks, and not just tech-
nical benchmarks of accuracy, speed, or scale. At the same time, this paper has underscored the range of
opportunities Al offers—from strengthening early warning systems to enhancing participation and strategic
insight in peace processes. When developed and deployed with care, these tools can expand the reach and
responsiveness of peacebuilding efforts.

The issue at hand is not whether we must innovate, but that we must make informed choices regarding how
we innovate. The intention is not to slow progress or block innovation. The aims to take seriously the stakes
of getting it wrong: the erosion of human judgment, the outsourcing of power to unaccountable systems, and
the normalization of surveillance in spaces where trust is already fragile. Addressing these risks requires:
enforceable safeguards, transparent procurement, independent oversight, and inclusive design processes
that elevate local knowledge. Used well, Al can support human negotiators, expand access, and help manage
complexity. But peace processes demand more than just optimization; they demand human participation,
discernment, and care. If Al is to support peace, it must remain in service to these principles—not as a sub-
stitute for them.
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