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Introduction

States have always used a combination of diplomatic, military, economic, and informational measures to advance their national interests, and technological change has altered each of these levers of power. The Information Revolution, however, has most radically reinvented the way in which states wield information power, ushering in changes to the nature of state competition, conflict, and international relations in the 21st century. Today’s digitally-enabled information operations bear no resemblance to the mass letter drops and radio broadcasts of the Cold War. Even the counter-messaging campaigns focused on Al-Qaeda during the decade following 9/11 now seem anachronistic: the United States had little control over who tuned in to its messages, struggled to segment the audience or create customized content, and relied on expensive, yet imprecise, infrastructure.

Democracy is built on the crucial compact that citizens will have access to reliable information and can use that information to participate in government, civic, and corporate decision-making. The technologies of the Information Age were largely built on the assumption that they would strengthen this compact. However, as typified by Russia’s ongoing use of information operations against the United States and Europe, key information technologies have evolved quickly over the past five years and been weaponized against democracies. The trajectory of data-driven technologies, including machine learning and other aspects of artificial intelligence, will increase the scale, complexity and effectiveness of adversary information operations. As technology advances, and as geopolitical and ideological tensions between democratic and authoritarian states rise, information operations are likely to become more numerous, insidious, and difficult to detect. Democracy is resilient: few, if any, democracies will crumble under the coming wave of information warfare. But absent a new national security paradigm and real action, the weaponization of information technologies threatens to jeopardize democracies’ ability to govern and protect their national security, and to undermine people’s trust in democracy as a system of government.
This paper explores both the politics and technologies that are changing the face of information power in the 21st century. In Part 1, we explain why states, especially those with authoritarian forms of government, are increasingly seeking to 'game' democracy's strengths by using information operations. We also highlight that authoritarian governments—and China in particular—have largely succeeded in controlling their domestic information environments. This affords them a degree of impunity to engage in information operations, but in the long run may make them more brittle in the face of conflict and dissent in the Information Age. As an antidote to the national security community's tendency to 'fight the last war' (in this case Russian information operations) we then explain why China is also capable and increasingly likely to engage in information operations to advance its national goals. In Part 2, we assert that advances in artificial intelligence, coupled with the growing abundance and importance of data, will turbocharge the scale and effectiveness of adversary information operations. Information operations to date are only prototypes of the sophisticated platforms and messages that non-democratic states will weaponize in coming years. This points to the urgency of reorienting America's national security strategy to focus on the emerging information operations threat.

In Part 3, we set out steps that the United States can take to build a whole-of-nation strategy to defend itself in the Information Age. By mobilizing action across civil society, the private sector and government agencies, a whole-of-nation approach will play to the strengths of democracy. The linchpin of any strategy must be a clear national deterrence posture that explicitly includes the option of counterattacks, which would threaten adversaries' control of their own information environments.

---

1 We use the term 'information operations' to refer broadly to the use of information to “influence, disrupt, corrupt, or usurp” decision-making within a state, especially via the Internet and related information technologies. While the phrase in quotation marks comes from U.S. Joint Publication 3-13 (Information Operations), we are not using the current military definition of the term—which focuses on exploiting adversary information flows, and protecting our own, during extant military operations.
1. **Democracy and Security in the Information Age**

In the 1990s, as the Internet started to be commercialized, it was widely assumed that technology would accelerate the global spread of democracy. The design of the Internet itself—a decentralized network that empowers individuals to freely associate and share ideas and information—reflected liberal principles. As an American innovation, the Internet, and the Information Revolution that followed, attested to the merits of democracy and appeared to cement the United States’ position as world superpower. During the 1990s and early 2000s, governments that sought to co-opt the Internet to serve the state were seen to be resisting an immutable, democratizing force. In March 2000, President Bill Clinton expressed the dominant view in the United States when he derided China’s nascent attempts to censor the Internet as “like trying to nail Jell-O to the wall.”

However, contrary to predictions of the futility of control in the Information Age, China ultimately developed the most sophisticated national-level system of censorship in history: the Great Firewall. Other non-democratic states have also invested significant resources in protecting and controlling their domestic ‘information environments.’ About eight years ago, authoritarian governments began to reap rewards from their investment in information control, and in mastering the tools of the Information Age. Actions by Russia, China, and terrorist networks like the Islamic State upended the conventional wisdom of the preceding two decades and demonstrated that information technologies can be used to exploit the vulnerabilities of democracy to advance nefarious interests.

---

The Vulnerabilities of Democracy

In the same way that island building in the South China Sea, or ‘little green men’ in Ukraine enable our adversaries to achieve foreign policy objectives without triggering thresholds that would invite a significant U.S. response, information operations permit less powerful states to challenge core U.S. national interests. Our adversaries are emboldened because they see technologically-advanced democracies like the United States as digital ‘glass houses’ with four specific vulnerabilities: (i) weak mechanisms for distinguishing facts from fiction; (ii) the long, media-driven nature of elections; (iii) the tech sector’s profit-oriented culture; and (iv) the inability of the government to oversee and coordinate issues related to the information environment.

First, free speech is a core value of democracy. However, with the advent of social media platforms, the Internet is no longer just a static bulletin board, but a place where any individual (or bot) can participate in the public debate, in real time. The nexus between the Internet and social media means that, without resorting to diplomacy or conflict, adversaries can change a democracy’s behavior by influencing its citizens at scale and in real time. The institutions democracies previously relied upon to provide objective facts have not adapted to the reality of the Information Age. Now, the information that citizens use to inform how they vote, protest, and debate in the public square is distributed via a largely unmediated social media environment and frenetic 24/7 news cycle. By contrast, authoritarian states often control the media, censor the Internet, and in many cases shield their citizens from outside information through national firewalls.

Second, elections, the heart and soul of a democracy, are vulnerable to both information operations and cyberattacks. The Internet, social media, and data analytics will be the center of gravity for future political campaigns. All three played a key role in the Obama campaigns’ ability to mobilize
grassroots support, while the Trump campaign established a new paradigm for presidential campaigns, using social media and big data analysis to both drive media coverage and to mobilize probable voters. The length of campaigns in the United States provides adversaries with a luxurious amount of time to plan, execute, and adapt information operations. Conversely, authoritarian states restrict the ways in which the public square can influence national decision-making. Most obviously, their leadership does not hinge on genuine elections that can be disrupted by manipulating public opinion.

Third, healthy democracies rely on the private sector to drive economic growth and prosperity in a way that is compatible with the overall public good. Over the past decade, profit-focused technology firms, especially Facebook and Twitter, have amassed an enormous amount of valuable data and honed the capability to drive citizens’ decisions and opinions. This power has not been matched by a sense of public purpose, much less a sense of responsibility to contribute to national security. Although there are some early indications of change, their indifference remains a vulnerability. Conversely, authoritarian states closely align their industrial policy for the tech sector and national security priorities. A state like China has unfettered access to domestic communications, rules against online anonymity, and can instantly order shutdowns of websites or designated accounts.

Fourth, in democracies, the executive and legislative branches perform the “inherently governmental functions” of national security and regulation. However, in the United States, government has not kept pace with adversaries’ strategies of exploiting information technologies. Moreover, information operations (by design) fall into the seams between the public and private sectors. For example, ahead of the 2016 presidential election, there was ample evidence of Russia’s intent and capability to meddle in

---

3 In 2013, Google published a case study, Obama for America uses Google Analytics to Democratize Rapid, Data-driven Decision Making, explaining how Google Analytics had been critical to Obama’s 2012 “data-driven re-election campaign.” Claiming that digital marketing and analytics were responsible for “providing much of the winning margin” for the campaign, the case study outlines how Google Analytics was used to understand voter motivations, and to shape the information voters were served when they searched to verify claims made during debates, or as they considered how to vote. See: https://analytics.googleblog.com/2013/08/obama-for-america-uses-google-analytics.html.

4 This alignment between industrial and national security policy is most obviously reflected in the Chinese government’s use of cyberattacks to steal U.S. commercial secrets, an effort which continues despite a 2015 U.S./China bilateral agreement to cease industrial espionage.
U.S. politics. The Intelligence Community knew that Russia had been publicly signaling an increasingly aggressive political warfare posture from at least 2013, and had tested many of the information tools it used in 2016 against Ukraine's presidential election in 2014. Researchers had also reported use of similar tools by the Syrian Government during the Syrian Civil War as early as 2012. Many campaign staffers and technologists knew that in 2012 and 2015, respectively, Google and Facebook had promoted their platforms’ abilities to influence voter behavior. We also know now that Russian operatives stationed in the United States began laying the groundwork for the 2016 campaign as early as 2014, and purchased advertisements on Facebook and Google. However, researchers, government officials, and tech platforms failed to work together in a way that let them connect the dots and anticipate—or even detect the full extent of—Russia’s actions.


The Authoritarian Information Paradox

Authoritarian states have recently deployed information operations to advance their foreign policy, but propaganda and censorship have always been essential tools for maintaining control and power at home. For authoritarian governments in the Information Age, however, the Internet and related technologies are also a major vector for instability—since they make news and ideas accessible, and allow people to mobilize in ways that can threaten the ruling party. Consider this stark observation in China’s 2017 Cybersecurity Strategy: “If our party cannot traverse the hurdle represented by the Internet, it cannot traverse the hurdle of remaining in power for the long term.”

Authoritarian governments do not just fear that their citizens will use the Internet to organize or rebel; they also believe that democracies use the Internet to advance pro-democratic narratives to undermine their regimes. Russia’s president has derided the Internet as a “CIA project,” while China’s president characterized the competition between major powers as “rivalry for ideology, for the power of discourse.” It is easy to dismiss these statements as a diversionary tactic. However, while democratic governments generally do not engage in information operations to undermine their competitors, commercial and civil society actors do actively promote democratic and liberal principles—indeed, they are the primary agents for much of the “soft power” appeal of the U.S. system of government. This dynamic means that authoritarian states do not just view control of their information environments as a

---

9 For example, when President Xi Jinping came to power, a memo referred to as ‘Document No.9’ was allegedly distributed to senior party leaders which listed seven “perils” to the Chinese Communist Party’s leadership. These included “Western constitutional democracy;” promotion of “universal values” like human rights, media independence, and civic participation; and “nihilist” criticisms of the CCP’s past. See Chris Buckley, “China Takes Aim at Western Ideas,” The New York Times, August 19, 2013, http://www.nytimes.com/2013/08/20/world/asia/chinas-new-leadership-takes-hardline-in-secret-memo.html.


domestic matter; they increasingly believe that offensive action might be required to counter what they perceive as foreign information incursions.

Centralized control of the Internet does, however, make authoritarian states brittle. In democracies, a plethora of decentralized non-government actors play a role in disseminating trusted information and debunking propaganda. Even a small chink in the armor of authoritarian states’ information control systems may have existential ramifications for those in power. This helps explain why authoritarian governments are prepared to engage in hostile information operations to defend their information environment, including to suppress liberal ideas and to discredit alternative systems of government. It also explains why most efforts to create international ‘norms’ against state information operations are bound to fail. Thus, in the long-run, authoritarian states, not democracies, may be proved to be the real glass houses.
The China Example

Russia’s ongoing interference in U.S. democracy is the most politically salient instance of an information operation, but we should not assume that Russia is the only actor in this space. We should also not assume that all information operations will employ similar tools and tactics or share similar objectives. For example, researchers have observed that China is increasingly embracing “sharp power,” which centers on using information for the purposes of distraction, manipulation, and intimidation.14 China’s domestic propaganda and censorship capabilities provide it with a powerful vehicle for information operations, particularly as the popularity of Chinese platforms like WeChat and Internet penetration in countries with large Mandarin-speaking populations both continue to rise. China’s use of government operatives (colloquially known as ‘50-centers’) to flood social media with an estimated 488 million posts annually to advance pro-government narratives and drown out negative stories is well-documented.15 Additionally, China has been increasingly implicated in spreading ‘fake news’ stories designed to foment civil unrest and distrust in democracy in Taiwan.16 Even if China confined propagandistic content to its domestic platforms, the borderless nature of the Internet means that this content will inevitably spill over to other countries.

China’s cyber agencies are also increasingly using offensive operations to advance China’s regional foreign policy interests—particularly in connection with China’s territorial disputes. Chinese hackers blocked or vandalized Japanese websites in response to tensions over the disputed Senkaku (Diaoyu) Islands.17 And they took down Philippines government

---

15 See, for example, David Wertime, “Meet the Chinese Trolls Pumping out 488 Million Fake Social Media Posts,” Foreign Policy, May 19, 2016, https://foreignpolicy.com/2016/05/19/meet-the-chinese-internet-trolls-pumping-488-million-posts-harvard-stanford-ucsd-research/.
websites\textsuperscript{18} and hacked Vietnam Airlines systems\textsuperscript{19} following the 2016 UN Permanent Court of Arbitration ruling on the South China Sea. Perhaps most concerning of all is that China’s cyber agencies also have a history of hacking government, political, and media networks in the lead up to democratic elections in its region: most recently in Taiwan\textsuperscript{20} and Cambodia.\textsuperscript{21} At this stage, it is not clear whether this activity is limited to intelligence-gathering or could be in preparation for information operations.

Chinese information operations within the Asia Pacific region threaten U.S. allies and interests. It is also increasingly conceivable that China might use information operations to directly target the United States, or other Western democracies. As China’s power grows, it is increasingly using influence and intimidation tactics, for example against media companies, civil society, and academia in Europe, the United States, Australia, and New Zealand, to suppress information contrary to the interests of the Chinese Communist Party.\textsuperscript{22} To this point, these tactics are executed by human operatives, rather than as part of information operations exploiting information technologies.

Currently, China predominantly uses its extensive cyber capabilities for government and commercial espionage; however, it could easily repurpose these capabilities, or information it has collected, for use in information operations against Western targets. Instead of using its access to a penetrated network to exfiltrate data, China could easily use that position to poison government datasets, seed false content into the information environment, or obtain and leak sensitive documents. Recalling that China was responsible for the 2015 data breach of the U.S. Office of Personnel Management—resulting in the theft of sensitive information on 4 million


people who had undergone U.S. government security checks—it is apparent that China already controls large troves of sensitive information that could be strategically leaked or used for highly-targeted information operations. China also has the technical tools to launch ‘blunt force’ attacks. The Great Firewall can be repurposed into an offensive weapon (which researchers have dubbed the ‘Great Cannon’) that can launch massive cyberattacks to shut down websites or to inject false or misleading content into targeted systems. The potential of the Great Cannon, and China’s willingness to use it against Western democracies, was demonstrated in 2015, when Chinese hackers launched a massive distributed denial-of-service against U.S.-headquartered website GitHub. GitHub, the world’s biggest repository of open source code, had hosted content that provided technology to subvert Chinese online censorship. As the ‘authoritarian information paradox’ discussed above predicts, China is willing to use offensive measures to suppress information that challenges its domestic control of information.


2. The Coming AI Wave

To this point, information operations have relied on human operatives to generate content and used a combination of human ‘trolls’ and basic automated algorithms to disseminate that content. Social media companies currently have the capacity (if not always the will) to defend against most of the tools that today’s information adversaries employ. Most automated algorithms can be identified because they exhibit predictable ‘bot-like’ patterns. Similarly, after public and political pressure, Facebook, Twitter, and Google have announced efforts to update their algorithms to deemphasize ‘fake news.’ Facebook has also introduced labeling requirements for electoral advertisements, and advertisements on topical political issues, while Twitter has taken action to shut down bot networks and delete inauthentic accounts. These are all positive steps, but advances in artificial intelligence (AI) technologies in coming years may allow adversaries to outpace our abilities to defend against them using technology alone.

The Data Explosion

The primary driver of advances in AI is the growing abundance of data. The amount of data in the world is growing at an exponential rate (around 90 percent of the data in the world today was created in the last two years). By 2020 there will be some 20 billion ‘Internet of Things’ sensors embedded around the world—collecting data from wearable devices, home appliances, and city infrastructure. Parallel developments, including rising use of geotagging by phone apps, smart cars and financial services firms; improvements in facial recognition technology; and the rise of affective computing (whereby machines can discern human emotions from text, facial expressions, and voice patterns) will add to increasingly rich sets of data. The data explosion is overwhelmingly driven by economics. Data enables firms—whether they are online platforms, traditional bricks and
mortar retail chains, financial companies or insurance brokers—to better target consumers.

Access to data also has a multiplying effect, due to advances in machine learning (a subset of AI). Firms with more data can serve their customers more effectively: for example, Netflix’s personalization algorithms have made it more valuable than Disney. Firms with more data are also able to create better AI software: for example, Facebook trained its algorithms to recognize faces by learning from billions of users ‘tagging’ pictures of their friends. Today, nearly every industry is either using or exploring machine-learning applications. Erstwhile titans of the industrial age, like GE, market themselves based on their ability to aggregate and process customer data. The rapid pace of data collection is only likely to accelerate. By some estimations, up to 80 percent and up to 60 percent of the current share price of Facebook and Google, respectively, is attributable to future growth projections—indicating that the market is confident in their ability to collect and monetize increasingly vast tranches of data.

**AI Will Give Adversaries a Technological Edge**

The rise of data is underwriting a new wave in the development of AI technologies. These advances will benefit those who defend against information operations (for example by helping to train algorithms to detect and filter propaganda). In the short term, however, they are likely to magnify the scale and effectiveness of adversary information operations. With China articulating a national plan to be the world leader in AI investment and research, we can no longer assume that the benefits of Information Age advancements will accrue to American interests. Likewise, while the

---


29 For example, GE’s “Predix Platform” promises to extract value from the “massive amounts of data” generated by customers’ industrial operations. See: https://www.ge.com/digital/predix-platform/foundation-digital-industrial-applications.


research and development costs of cutting-edge AI are high, breakthroughs are likely to spread quickly and widely, equipping both state and non-state adversaries with a technological edge.

Hyper-personalized content

Data is valuable commercial information; but in the hands of adversaries, it can be extraordinarily dangerous. Russia has a long history of exacerbating divides on fractious social issues by targeting susceptible identity groups: for example, its operatives posted divisive content to Facebook groups affiliated with Black Lives Matter supporters and detractors, and to individuals who “liked” content related to race. With advances in machine learning, adversaries will be able to build, buy, or steal detailed profiles on nearly every citizen. These profiles will not just be based on known data inputs (like whether a person is a member of a racial justice group), but also on inferences from machine learning tools that predict with increasing accuracy people’s personality and preferences, political and religious beliefs, real-time emotions, and even identity characteristics like sexual preference. Social media micro-targeting is already one of the more difficult information operation tactics to counter—since messages are only seen by select individuals or groups and for a short time. As machines begin to know us better than we know ourselves, adversaries will increasingly be able to identify and target those who are most susceptible to influence. They will then be able to deliver highly-personalized content that achieves maximum effectiveness by exploiting individuals’ unique characteristics, beliefs, needs and vulnerabilities.

---

32 Russian operatives also attempted to stoke divides on hot button issues including the Black Lives Matter movement, gun control, Islamophobia, immigration, and police violence.


34 For example, researchers at Stanford have created an AI system able to predict person’s sexual orientation from a photograph with up to 91% accuracy.

Taking humans out of the loop

Humans, such as China’s ‘50-centers’ and the hundreds of Russian ‘troll farm’ operators, are currently needed to develop content for information operations. Bots are often used to amplify the content but do not create it. However, the next wave of AI research—which is focused on creating tools that are better able to understand human language and to process it in the right context—may put bots in the driver’s seat. Today’s AI tools can only interact with humans in highly circumscribed contexts, but they are constantly improving their ability to generate original and dynamic content, to persuade, and to tailor their content to appeal to their interlocutor’s mood. As AI becomes better at mimicking human behavior, fake, automated online personas will become harder to detect. Additionally, once a certain piece of AI software exists ‘in the wild,’ the marginal cost of using it to create one additional bot or to influence one additional citizen will be almost zero. Finally, AI tools are by nature learning systems. AI-enabled bots will be able to conduct experiments and learn from successes and failures in real time to recalibrate their methodologies for maximum impact. As a result, once an adversary sets an objective for an online information operation, it may become most effective and economical to take humans out of the loop at the tactical level.

Deep fakes

Advances in AI are also making digital manipulation of audio and video cheaper and harder to detect. Currently, high-quality audio or visual material is considered highly reliable evidence in factual and legal disputes and is largely taken at face value by the media and individuals to be legitimate. However, according to expert predictions, researchers are a matter of several years or even months away from being able to produce realistic video forgeries that will fool the human eye. Already, user-friendly software

---


exists online to produce realistic fake audio, provided there is a sufficiently large training dataset of the particular voice. Adversaries will soon be able to create entirely false audiovisual content, or even more insidiously, they will modify existing content to create highly effective information operations. Some analysts have also pointed to the risk that increased use of digital forgeries by both legitimate and illegitimate actors could pose a more systemic risk to democracy by eroding people's trust in even completely truthful information.

We are more sanguine about this risk. Just as the Internet has evolved to require security certificates for trusted websites, it is likely that, over time, audiovisual certificate systems will become increasingly sophisticated. Blockchain technologies could also be used to ensure these certificates are authentic. In the short-term however, adversaries will be able to take advantage of the gap between the emergence of better forgery technology and new authentication norms. Even once that gap closes, forged audiovisual content is likely to remain a significant concern on particularly contentious issues such as international crises or fraught political issues—where news will spread fast, and quick decisions will need to be taken.

---

39 See, for example, the Canadian company Lyrebird: https://lyrebird.ai/.
3. **A Whole-of-Nation Security Strategy for the Information Age**

Our response to Vladimir Putin’s ongoing attempts to undermine the strength of American democracy will be a defining issue of the Information Age. The most important lesson the United States should internalize from Russia’s interference campaign in 2016 is the price of complacency: we ignore continued cyberattacks and information operations at our own peril. Adversaries are able to turn our democratic system against itself because we lack a coherent national security strategy for the Information Age. A whole-of-nation approach that recognizes and harnesses the expertise of academia, civil society, companies, and across government agencies will play to the strengths of democracy and, at a minimum, should contain four elements we outline below.

**Establish a clear deterrence posture against information operations and cyberattacks that begins with explicit declaratory policy and includes the threat of offensive information and cyber counterattacks.**

Strategic signaling matters as much in the Information Age as it did to the nuclear threat during the Cold War. Failures by both the Obama and Trump Administrations to confront Russia will lead our adversaries to continue to believe that the United States will hope to weather the blows of information operations and cyberattacks. This puts us in an invidious position: the scale, potency, and likely impact of future information operations will not be determined by how prepared we are to combat them; we are instead leaving it up to our adversaries to determine when their ends justify the means of deploying an information operation against us. As highlighted earlier in this paper, authoritarian governments recognize that they exist in a brittle information environment. This fact makes them particularly susceptible to the threat of information and cyber operations against key elements of their media, technology and government ecosystems. With that in mind, the United States, led by the President and other senior political leaders in the executive and legislative branches, must explicitly state that information (and cyber) attacks against the United
States and our allies will result in counteraction. The counterpunch should use all available levers in the foreign policy toolkit but should always include some aspect of an incisive information operation. Looking over the horizon, it is particularly important that the United States signal to China that information operations against democracies will result in significant strategic risk to China’s core national interests.

Recalibrate the Intelligence Community to provide the United States and its allies with the intelligence necessary to detect and expose sources and content related to information operations.

During the run-up to the 2016 presidential election, the U.S. Intelligence Community provided impressive, clear, and unique intelligence about Putin’s intent to interfere in the presidential election. The Intelligence Community provided relatively little intelligence, however, on some of the specific operations that the Russian intelligence services used to influence American voters. Understandably, the Intelligence Community simply was not postured to provide indications and warnings about manipulation of social media via botnets and false personas. The Intelligence Community cannot shift its full attention away from more existential threats to the country, but it must invest and innovate to bolster the ‘early warning’ system of attribution for information operations which target U.S. democratic institutions. This will require better collaboration and information sharing with Silicon Valley firms, which in turn need to shed a post-Snowden reluctance to cooperate with government on pressing national security issues. Additionally, the government should enlist the support of private sector threat intelligence firms, which have excellent capabilities and will be key to any information sharing arrangement.

Attribution is not only a requirement for an effective deterrence strategy, but also a core aspect of the best antidote to information operations: public shaming and fact-based counter-messaging. The United States can learn from and follow the examples set by both the French and German governments, which used intelligence about probable Russian information

---

42 The United States is currently not organized and lacks important capability for this mission. Thus, implementation of this recommendation would likely require the establishment of a national joint task force that combines the unique skills, capabilities and authorities of CIA, NSA, SOCOM, CYBERCOM and DHS.
operations to warn their citizens and publicly call out the Russians. Just hours after a massive online leak of emails, the 2017 Macron campaign issued a statement blaming the leaks on hackers intent on “sow[ing] doubt and disinformation.” After receiving intelligence from her national intelligence organization, Chancellor Merkel warned the German public of possible Russian interference in Germany’s elections, a course of action which many experts believe influenced Russia not to leak data stolen in a 2015 hack of the Bundestag.

Enact national legislation that requires social media platforms to increase transparency about their algorithms and political, bot-driven content.

Social media companies are an essential aspect of American economic power in the Information Age, but they have also created tools and systems which can be used to subvert democracy. Ensuring that social media is not gamed by our adversaries cannot be left to self-regulation but needs to be incentivized and in some cases mandated by government. In particular, citizens have a right to know when they are seeing paid political advertisements and, in some cases, why they are being targeted by certain political or social campaigns. While Facebook has recently introduced internal requirements for displaying disclosures on political advertisements, this issue is too important to be left to the discretion of individual companies. Congress should enact legislation that mandates at a minimum the same disclosure for political advertisements on social media as for traditional media.

Additionally, Congress should pass laws that require platforms to identify and label foreign actor-driven bots and to provide users with the option to block them. Researchers have already developed tools which can screen for and identify bots; social media companies should now provide their users with more protection from them. While as we noted earlier in
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this paper, bot-spotting is likely to become more difficult with advances in AI, a requirement to label accounts which should be reasonably able to be identified as bots will force social media firms to keep ahead of the technological curve and to adopt the latest best practices on bot identification from researchers and the security community. Private-sector led bot-spotting also supports the whole-of-nation ethos. Bot labelling does not silence speech or censor content but equips citizens with tools to better understand the content they are engaging with and to judge its veracity for themselves.

Finally, social media companies must adjust their algorithms to reflect their role in democracy. Because of their market dominance, platforms like Twitter, Facebook, and YouTube do not just house public discourse; they shape it. Currently, social media algorithms are optimized for user engagement because clicks, views, and ‘likes’ maximize profit. As a result, social media platforms often promote and prioritize controversial information—something that Russian trolls and bots have exploited to great effect. It is technically uncomplicated, and necessary for the overall public good, to adjust these algorithms.

Enact national legislation that establishes a high level of protection for citizens’ private data.

As the Information Age advances, the United States needs to recognize that data is a precious commodity that warrants a much higher national security priority. Data protection has historically been viewed as a niche issue relevant only to consumer privacy, but recent incidents, such as the hacks of the Office of Personnel Management and credit reporting agency Equifax, illustrate that data is a high priority target.

Looking over the horizon, adversaries will greatly increase operations to steal sensitive and valuable information from the private sector. Given the richness of data held by companies like Google, Amazon, Facebook, and the financial and healthcare sectors, it is highly likely that adversary intelligence services will expand their traditional targets to include corporate datasets that could be used to train AI systems and to hone information operations. We should not be surprised if Facebook eventually confirms
that Russian intelligence services accessed and operationalized the same private user data acquired by Cambridge Analytica.46

National data protection legislation is necessary because even the serious repercussions that arose from the Equifax data breach, including costly litigation and reputational damage, have not sufficiently changed most corporate perspectives on data protection. While Europe’s General Data Protection Regulation is by no means a perfect model and in some respects is inconsistent with other U.S. values,47 it has been effective at driving corporate investment in data protection. Data protection legislation passed in California in June 2018 will need fine-tuning before taking effect in 2020, but it establishes important principles that could serve as the foundation for national legislation.48

46 For a relatively good summary, see: https://en.wikipedia.org/wiki/Facebook%E2%80%93Cambridge_Analytica_data_scandal.

47 Perhaps most notably in its codification of a ‘right to be forgotten.’

4. Conclusion

Information technologies have not just revolutionized lives, societies, and economies; they are also reshaping the nature of 21st century politics and conflict. In many respects, our adversaries have learned and adapted to this reality more quickly. As technology continues to advance, and as our adversaries learn from the successes of Russian information operations, democracies should brace themselves for increasingly sophisticated and aggressive information attacks. Leaders in democracies must also realize that they can no longer advance and defend their national interests through conventional military, economic, and diplomatic means. For America, there remains a narrow window in which a coherent whole-of-nation strategy can be devised to combat the threats of the Information Age.

The integrity, and legitimacy, of our system of government may depend on it.