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Executive Summary

Machine learning matters. If nothing else, the drumbeat of headlines in recent years offers proof of this. In fields as diverse as healthcare, transportation, policing, and warfighting, machine learning algorithms have already had a significant impact. They seem poised to do more, and the particulars and the implications of this change deserve attention.

But machine learning can seem incomprehensible. As a type of artificial intelligence, it can be technical and obtuse. As a fast-changing discipline, it can appear to lack conceptual constants. As a domain of sometimes-inscrutable algorithms, it often hides the answer to one of its most pressing questions: why do machines do what they do?

While all of these are real concerns, we believe that not only is it possible for generalists to gain insight into machine learning, it is vital. This paper aims to enable that understanding. First, we introduce and differentiate three types of machine learning algorithms: supervised learning, unsupervised learning, and reinforcement learning. We show how each is well-suited to particular tasks and how the combination of different algorithms and architectures can lead to powerful results. Second, we examine how machine learning has already affected a disparate array of fields. We use these examples of success to introduce important concepts, such as deep learning, computer vision, and the importance of data.

With key concepts identified, we next examine how machine learning is poised to be of still greater significance in areas of importance to policymakers. The third section therefore considers the impact machine learning could make in warfighting, healthcare, and policing. New technologies will deeply impact how business is done, changing the nature of jobs and potentially improving overall outcomes. But in each area, there are specific policy, ethical, and technical challenges that must be addressed in order to achieve the best results. For example, the ethics of artificial intelligence in conflict, the challenges of data interoperability in healthcare, and the danger of bias in policing all
deserve attention. It is vital that policymakers have an understanding of the key facts of machine learning as they work through these sector-specific challenges.

Fourth, we outline some general matters that deserve attention when it comes to machine learning, such as bias, privacy, explainability, and security. In each of these areas, there are crucial questions and challenges. For example, there is tension between the improved accuracy that comes from taking all data into account and the increased unfairness from relying on data correlated with race to make predictions; a similar tension exists between increasing algorithms’ accuracy and usefulness and protecting the privacy of individuals. All of this is complicated by the difficulty in understanding how machine learning algorithms come to certain conclusions—even when those conclusions are correct. Security is also an ever-growing issue. When it comes to managing these and other challenges, engaging with the discipline’s foundational concepts is vital.

Fifth, we make recommendations to chart a path forward. It is essential that the bias in already-deployed machine learning algorithms be understood, and that ethics and impacts of machine learning are considered going forward. It is likewise essential that governments encourage the sharing of useful data, and look to how they can better deploy machine learning to improve their own operations. Finally, governments should encourage research and education in machine learning algorithms and applications, particularly those that enhance privacy, security, and explainability.

Few areas of national policymaking will remain untouched by artificial intelligence. Though the challenges it poses are complex, the opportunities it offers are tremendous. Simply put, machine learning is too important to ignore.
Introduction

Machine learning can spot cancer. It can translate complex texts. Drive cars. Beat the best human in the world at one of the most complex games ever invented. Devise alien-like designs to create more efficient physical structures. Save energy.

The science fiction writer and futurist Arthur C. Clarke wrote, “Any sufficiently advanced technology is indistinguishable from magic.”¹ The accomplishments above can indeed at times seem magical, but they are not. These successes are the result of a combination of innovative algorithms, powerful computers, and rich data. This mixture of algorithms, computers, and data can also, when misapplied or when misconfigured, make significant mistakes with catastrophic consequences. To see machine learning as sorcery rather than as a powerful tool that must be wielded carefully and thoughtfully is to invite enormous risk.

Machine learning can also seem magical in another way: it can appear impossible to grasp. Our foundational premise in this paper is that this idea is false and dangerous. For each of the aforementioned achievements, and for several others, we will outline the concepts at play in a way that is accessible to generalists. Not only do we believe it is possible for non-specialists to gain intuition about how machine learning works, we think it is urgent. Several important principles are fundamental to understanding the power of machine learning, the opportunities it offers, and the new policy issues it raises.

We proceed as follows. The first section outlines the basics of how machine learning works. It provides some important background on artificial intelligence, and discusses three main types of machine learning algorithms. The second section considers the current state of affairs, identifying areas of great progress in machine learning and in the process distilling important foundational concepts. In so doing, we show the ways in which machine learning has already had an impact on a variety of challenges. Next, we turn to the future. The third section examines how machine learning will

affect areas of great importance to policymakers. In particular, we focus on warfighting, healthcare, and policing. The discussion of these three areas shows the breadth of the change still to come, and the need for policymaker engagement.

While there are sector-specific reasons for policymaker engagement on machine learning, there are also overarching ones. The fourth section examines the challenges that come with the technology. In particular, it articulates concerns about data availability, privacy, fairness, security, and economic impact that must be carefully managed. Each of these areas, if not addressed by technologists and policymakers, represents a way in which poorly designed or applied machine learning tools could cause real harm. We believe they all deserve significant attention. As such, our conclusion provides recommendations on how policymakers can begin to approach machine learning to best maximize its potential and overcome its dangers.
How Does Machine Learning Work?

Machine learning is the process of instructing computers to learn.\(^2\) It exists at the intersection of computer science, statistics, and linear algebra, with insights from neuroscience and other fields as well. But unlike traditional software development, machine learning involves programming computers to teach themselves from data rather than instructing them to perform certain tasks in certain ways. Machine learning is traditionally focused on prediction and creating structure out of unstructured data.

In early efforts at artificial intelligence, researchers would attempt to instruct computers to act based on clear preset rules with fixed conditions. For example, a very basic spam filter program might be told to mark as spam every email with a subject that contains the full phrase “cheap imported drugs.” This approach has the advantage of being straightforward, but it is also inflexible; spammers who instead use the subject “discounted imported drugs” can defeat the system. In contrast, a machine learning program forgoes these few predetermined rules, which are often too broad or too narrow to be effective. The modern machine learning program instead identifies on its own a large number of more subtle patterns and features in data given to it for training purposes. It then uses these insights to assess new data. When making an assessment, such as whether or not an email is spam, the machine learning program will evaluate all of the features of the new data and compare them to the patterns it has seen before.

For engineers, building a machine learning capability can often take a great deal of fine-tuning and experimentation, as well as the use of conceptually interesting techniques (some of which will be discussed below). In addition, many machine learning techniques require computing power that has only very recently become available to those outside of government, even though the concepts themselves are older. To simplify the enormous amount of complexity and variation in these systems, machine learning algorithms are often divided into three broad categories: \textit{supervised}

learning, unsupervised learning, and reinforcement learning. Each of these is a different method of applying machines to a problem.

**Supervised Learning**

Supervised learning algorithms enable machines to make predictions or assessments; they are widely used in everyday life, from voice recognition to email spam filters to medical predictions. The “supervised” part of the name comes from the fact that each piece of data given to the algorithm also contains the correct answer about the characteristic of interest, such as whether an email is spam or not, so that the algorithm can learn from past data and test itself by making predictions. To do this, the computer is usually given three things:

- A set of data to learn from. The data can be provided in a table or spreadsheet format, but must be labeled with the correct categories.

- A model that determines how the computer approaches the problem of assessing the data, with parameters that fine-tune the model to make the predictions as accurate as possible. There are numerous machine learning models.

- The cost function that calculates the error, or how far the algorithm is from perfect performance.

A description of one supervised machine learning model, the support vector machine (SVM), can illustrate how machine learning works on a more technical level when applied to the problem of predicting whether an email is spam or not spam. Starting with a dataset of emails (represented as dots on the graph on the next page) labeled as spam or not spam, an SVM will try to find the line that best separates the two categories of data points, as seen below with the line dividing the blue and brown areas. The parameters in this case determine the location and curves of the line. The SVM distinguishes between the categories through an iterative process of

---

3 The idea of this chart was drawn from Scikit-learn. For more, see Fabian Pedregosa et al., ‘Scikit-Learn: Machine Learning in Python’, *Journal of Machine Learning Research* 12, no. Oct (2011).
starting with a random line, determining what changes to the line (made through parameter adjustments) decrease its error as calculated by the cost function. It then iteratively adjusts its parameters until the error is minimized to its fullest extent; at that point, the best separating line has been found. Once that line is found, new emails can be plotted on this graph and their category (blue or brown; spam or not spam) can be predicted from their relationship to this line.\(^4\)

SVM is only one of numerous supervised learning models that are used, and a number of models take different approaches to the same problem. The image on the next page shows how ten different supervised learning models divide the same set of data into two categories, red or blue; the shading indicates confidence intervals.\(^5\) Importantly, each algorithm has its strengths and weaknesses, and machine learning practitioners will often try a number of models to determine which one works best for the problem they are trying to solve.

\(^4\) It is worth mentioning that while the illustration below only shows two dimensions, reflective of examining two characteristics of the data, the separating line in most machine learning cases is actually a multidimensional hyperplane.

A common analogy is that the supervised learning model is a box with thousands of adjustable knobs, which represent parameters, and the goal of supervised learning is to adjust the knobs to find the configuration that minimizes overall error. Adjusting the parameters allows the model to uncover the patterns in the data that are important for prediction. After the model finds the best parameter configuration, it can use this configuration to make predictions when given new data. In addition to support vector machines, there are a number of different types of supervised learning algorithms, such as decision trees, Bayesian networks, and more. The details of each of these are beyond the scope of this paper. More important is that, while these approaches are diverse in their applications and relative advantages, they all follow the same basic concept.
Unsupervised Learning

Supervised learning algorithms benefit from the guidance provided by the training set of data, and sometimes by real-time feedback about whether their predictions are correct. Sometimes data isn’t so neatly structured, though. Unsupervised learning is more useful when there is not a clear outcome of interest about which to make a prediction or assessment. Unsupervised learning algorithms are given large amounts of data and try to identify key structures, or patterns, within them.

One common task for these algorithms is to spot clusters in a set of data. The clusters represent groups that each share meaningful characteristics. Clustering is very useful in market segmentation, for example. It can break data representing an undifferentiated sea of customers into groups that share preferences and interests, enabling companies to better tailor their products and marketing to each group. But a key insight bears repeating: in unsupervised learning, the algorithm finds the clusters on its own, and is not given any preconceived notions about how to break down the data into groups.

One unsupervised machine learning method, k-means, can help illustrate how unsupervised learning works. A company may want to perform market segmentation with the customer data shown in the image, dividing its customers into three segments for more accurate advertising or pricing. The k-means algorithm would randomly propose three (or the desired number of clusters) points on the graph to be the centers of the new clusters. It would then adjust these center points iteratively in the direction that minimizes the distance between the center point and all of the points in its cluster, while also maximizing the distance between the center point and all points not in its cluster. The end product, as shown in the image, is three separate and well defined clusters, with customers matched to the cluster of the closest center point.6

6 For more, and for the original image, see Nathan Landman et al., ‘K-Means Clustering’, Brilliant.
One of the most common uses of unsupervised learning is to better understand the structure of data in order to build better supervised learning algorithms. For example, unsupervised learning can be used to combine the multitude of pixels from a picture into a small number of important recognizable features. These features, such as the structures of the eyes, nose, and mouth can then serve as an input for a supervised learning facial recognition algorithm. Notice that the each of the three images below highlights facial features that would be important for identification—features derived through unsupervised learning.7

7 For more, see Pedregosa et al., ‘Scikit-Learn: Machine Learning in Python.’ For the original image, see http://scikit-learn.org/stable/auto_examples/decomposition/plot_faces_decomposition. html#sphx-glr-auto-examples-decomposition-plot-faces-decomposition-py
Reinforcement Learning

Rather than simply manipulating data, reinforcement learning algorithms work by introducing software known as a machine learning agent to an environment and teaching it how to act. Unsurprisingly, reinforcement learning is very important in robotics, though its most public successes have been in defeating humans in games.

DeepMind, a leading artificial intelligence company that was purchased by Google in 2014, has been a pioneer in reinforcement learning. In 2015, they devised a program that would learn how to play basic video games. The agent in this program got only the information on the screen, including the score of the game, and nothing else—not even the rules. It then proceeded to make decisions, randomly at first, and to see the rewards or failures of its choices. Over hundreds or sometimes thousands of iterations of the game, the agent saw which decisions, or series of decisions, led to better rewards in certain conditions. This information became the basis of its approach to playing the games well. The DeepMind game-playing agent was able to beat professional game players in more than three-fourths of the games it tried.8

Reinforcement learning returned to the news in 2016 with perhaps its highest profile success. DeepMind applied reinforcement learning alongside deep learning (discussed below) to the ancient board game Go. Go is a game that had long been considered too difficult for artificial intelligence to master because of the many combinations of possible moves; there are many more possible Go board combinations than atoms in the universe, and many more combinations than in even other complex games like chess. Playing Go well is not just a matter of calculation, but of intuition—something at which machines are famously weaker than humans.

DeepMind’s agent, named AlphaGo, observed many thousands of games of professional Go to understand the important patterns. It then began to play millions of games of Go against itself, refining its capabilities and uncovering additional insights. This highlights the immense scale made possible

by machines; AlphaGo in a short period of time played more games of Go than even the most dedicated players can play in a lifetime. It used the insights from these games in a widely-publicized set of matches in 2016 and 2017 to defeat the top players in the world. In so doing, it introduced new ideas and strategies that had eluded players ever since the invention of the game.\(^9\)

The Current State of Machine Learning

An old joke goes something like this: “Once something works, we stop calling it artificial intelligence and start calling it software.” Moving the goalposts of artificial intelligence, of which machine learning is a part, is a repeated pattern: as advances have continued, such as defeating humans in chess, then Jeopardy!, and then later in Go, we have been reluctant to recognize each step as artificial intelligence in and of itself. Instead, artificial intelligence is often viewed as something that is perpetually over the horizon. While there are many goals that are out of immediate reach, this perspective can obscure the progress that has already been made. By focusing on the ways in which machine learning has already been applied with success and looks poised to grow still further, this section draws out several important and overlapping concepts of critical importance.

The Importance of Data

While conceptual breakthroughs in the design of machine learning programs are significant, machine learning still relies on data. In a groundbreaking 2001 paper, Michele Banko and Eric Brill showed that the amount of data used to train machine learning algorithms has a greater effect on prediction accuracy than the type of machine learning method used; see the graph on the next page. In other words, for some problems, a decent algorithm that learns from a lot of relevant data outperforms a great algorithm that learns from minimal or poor data. This is one of the reasons why some of the most successful companies today are the ones that have the most data on which to train their programs, and why companies are willing to pay massive amounts of money for more data. As Peter Norvig, Google’s Chief Scientist, once said, “We don’t have better algorithms than anyone else; we just have more data.”


But high-quality data collection can be notoriously difficult and expensive. Google and Facebook gained success in part by finding cheap ways to collect data from their users, which improves their services and encourages users to make still more data available. Unfortunately, many public policy problems do not have large amounts of accessible data from which to learn. Social welfare programs can be inefficient at providing the right resources to the right people at the right time, but there often is precious little data on the details of this inefficiency. Some data, for example, can only be collected by conducting surveys in person, which is cost-prohibitive and time consuming. Other data, such as medical records, are kept private by default.

**The Deep Learning Approach**

Deep learning is perhaps the most promising area of machine learning today. While supervised, unsupervised, and reinforcement learning are all overarching methods, deep learning is an architecture that can implement those methods; for example, deep reinforcement learning systems are quite powerful. Deep learning uses networks that contain layers of nodes that in

---

some ways mimic the neurons in the brain. Each layer of neurons takes the data from the layer below it, performs a calculation, and provides its output to the layer above it. Deep learning can combine an unsupervised process to learn the features of the underlying data (such as the edge of a face) and then provide that information to a supervised learning algorithm to recognize features as well as the final result (correctly identifying the person in the picture). More generally speaking, deep learning is useful for capturing hierarchical meaning; for example, it can grasp from images that cats have body parts, and not the other way around, and that those body parts are made up of shapes. Deep learning is used today for everything from better understanding the molecular interactions inside human cells to improving computer vision and natural language processing.

Another area in which deep learning has yielded tangible benefits is in improving energy efficiency. For example, the operation of thousands of servers that drive any tech company creates a great deal of heat. As a result, cooling data centers is an enormous challenge and one that, if not managed well, can quickly become financially and environmentally costly. While Google had already made enormous efforts to increase its cooling efficiency—from 2011 to 2016, the company tripled how much computing power it got per unit of energy—machine learning enabled still greater progress.

DeepMind devised an approach that improved cooling efficiency in Google’s data centers by 40 percent. The company trained neural networks with historical data from thousands of sensors to understand the complex interactions between equipment, operational decisions, and environmental factors such as weather. In so doing, the machine learning approach was able to identify subtle but substantial ways in which even a company as advanced as Google could improve.13 Google’s graph provides a visualization of how enabling the machine learning approach reduces power usage (as measured by a Google statistic known as PUE; lower is better). In a world warming due to climate change and facing still growing energy demands, this example provides hope that machine learning could help meet energy needs through increased efficiency.

Progress in Computer Vision

Machine learning enables computers to identify objects in pictures. This skill can be used to make predictions that exceed human accuracy. As outlined earlier, to achieve computer vision, the first layer of a deep learning program is given the data from individual pixels in an image, and it learns which characteristics are most important. At the lowest levels of the process, the characteristics or features identified are as simple as finding the edge of an object. The features are progressively passed up to higher layers in the network, where more complex features are learned. The final layer then uses these features to identify the objects in the picture.

This capacity for computer vision has a wide range of applications, most notably in medicine. For example, it is often difficult to develop accurate prognoses for lung cancer patients. Using several thousand images, however, a machine learning algorithm was able to examine many detailed and nuanced characteristics of the cancers. This went beyond size and shape of cell to include things like spatial relationships between cells and the texture and shape of cell nuclei. While human experts regularly examine several hundred characteristics of cancer cells in order to make a prognosis, machine algorithms were able to examine nearly ten thousand characteristics and determine which were most important. As one investigator noted, “the computers can assess even tiny differences across thousands of samples many times more accurately and rapidly than a human.”14 The result is better assessment of patients’ conditions and better understanding of the

---

progression of cancer; other examples of deep learning algorithms can aid pathologists and reduce human errors by 85 percent.\textsuperscript{15}

### Improvements in Natural Language Processing

One common aspiration, imagined in a plethora of science fiction works, is a computer that can read, listen, understand, translate, and talk. Formally, this kind of work is known as natural language processing. Machine learning has enabled significant advances in this area. Google Brain, a machine learning division of the company that focuses on applications to Google products, had enormous success in improving the quality of translations when it deployed a neural network-based approach. In one of its early deployments, the machine learning algorithm was able to improve Google Translate's French BLEU score—a key metric for evaluating translation quality—by seven points. Previously, improvements of one and two points were considered impressive.\textsuperscript{16}

More work remains to be done on natural language processing. Andrew Ng, the founder of Google Brain and the former Chief Scientist at Baidu, estimates that computers can recognize about 95% of speech in 2017.\textsuperscript{17} Ng believes that while the rate of mistakes is reasonably low, it is still significant enough to pose a substantial hurdle in interactions; he thinks the difference between 95% and 99% accuracy is the difference between talking to computers sporadically as we do today and seamlessly talking to computers without thinking anything of it.\textsuperscript{18} There are many challenges in this area, such as getting computers to understand ideas rather than just transcribe or act on them. If those problems are solved, the nature of human interaction with machines will be very different.


\textsuperscript{17} Rebecca Merrett, ‘Future of Mobile, IoT Driven by Speech Recognition: Andrew Ng’, \textit{CIO}, 6 May 2015.

\textsuperscript{18} Andrew Ng, ‘AI: The New Electricity’, \textit{YouTube}, 11 June 2016.
The Ever-Increasing Internet of Things

The growth in machine learning intersects with massive growth in other areas. Perhaps chief among these is the Internet of Things—interconnected devices of all types, from thermostats to toasters. Machine learning provides the potential to allow each device to learn its user’s personal preferences and proactively get better at its task. For example, each Nest-branded thermostat gathers information about its user’s habits and temperature preferences, and eventually learns to set the temperature to optimal levels itself, based on a variety of factors. This can result in gains in not just comfort, but also energy efficiency.

Toasters and thermostats may, in the scheme of life, be of reasonably low significance compared to near-future Internet of Things devices. Self-driving cars, for example, will use machine learning to stay on the road, but also to customize themselves to their various users or to best predict which route is fastest. A wide range of companies will employ machine learning in their equipment, sometimes referred to as the Industrial Internet of Things. Some of this equipment, such as the software and hardware that makes up the industrial control networks of critical infrastructure, serves vitally important societal functions. While there are no doubt enormous gains in efficiency to come from the convergence of the Internet of Things and machine learning, there is also no doubt about the stakes. In situations like these, machine learning algorithms must perform exceptionally well or risk dangerous consequences.

A Changing Approach to Design

What enables machine learning algorithms to achieve better results on some problems? It is not a question of machines being “smart” or humans being “dumb.” Instead, improvements are often driven by machines’ ability to execute a large number of calculations and better account for enormous amounts of data. More provocative, perhaps, is the idea that machines are not wedded to conventional notions. Instead, they will consider (and sometimes use) approaches that are counterintuitive but superior. Taken together, the ability to consider many possibilities and the capacity to be
free of preconceived notions is powerful.\textsuperscript{19} It also results in some solutions that seem alien in nature, even though they work quite well. For example, the image below shows how a generative design algorithm—a computer-driven approach to design—devised an unconventional load-bearing column that uses vastly less material but is equally effective. This capacity for efficient design holds enormous promise in areas like manufacturing.\textsuperscript{20}


\textsuperscript{20} ‘3D Makeover for Hyper-Efficient Metalwork,’ Arup, 11 May 2015.
The Transformational Effects of Machine Learning (and Their Challenges)

Andrew Ng, the aforementioned research scientist formerly of Google Brain and Baidu, provides a useful heuristic for understanding where machine learning is today: “If a typical person can do a mental task with less than one second of thought, we can probably automate it using AI either now or in the near future.” He has called AI “the new electricity,” in that it at some point will be ubiquitous and will fundamentally reshape how humans live and societies function. While the previous section showed how machine learning has already made substantial improvements in a range of areas, this section highlights the ways in which machine learning, now and especially in the future, will present new opportunities and challenges in particular areas vital for policymakers.

Before that, however, it is worth reflecting on the limits of machine learning. These, in some ways, can be counterintuitive: machine learning algorithms get better at some tasks much faster than they get better at others. This is often the case even if other types of non-machine learning software perform differently, even if humans learn both tasks at the same speed, and even if humans think that both tasks are equally part of “intelligence.” For example, machine learning algorithms are often much better at recognizing parts of images than they are recognizing how words relate to concepts. They are also, as a generalization, much worse at learning when they have less data on which to rely; large amounts of data often overwhelm humans, but often have a positive, rather than negative, effect on machine learning algorithms' performance. Similarly, while humans are very good at quickly transferring ideas from one context to another, machines sometimes struggle with this.

As we consider how machine learning affects specific disciplines, we have tried to highlight the tasks in those disciplines in which algorithms are likely

---

22 Ng, ‘AI: The New Electricity’.
23 For more on the expected rate of improvement in AI across different tasks, see Katja Grace et al., ‘When Will AI Exceed Human Performance? Evidence from AI Experts’, ArXiv, 30 May 2017.
to be very effective and impactful, but it is worth remembering that algorithms will not be universally so.

**Future War**

Many research scientists and corporations building artificial intelligence have pledged not to work on projects related to weapons. Nonetheless, machine learning is of enormous interest to military planners and strategists. In the United States, it is viewed as central to the so-called “Third Offset”—the way in which the American military will retain superiority over other nations (the first two offsets were nuclear weapons and precision guided munitions). Artificial intelligence, the thinking goes, will enable the United States to field better weapons, make better decisions in battle, and unleash better tactics. United States Deputy Secretary of Defense Bob Work sums it up, saying, “I am starting to believe very, very deeply that it is also going to change the nature of war.” For example, semi-autonomous swarms of aircraft might be more capable of carrying out certain objectives than individual human pilots or might be more survivable in contested airspace, and would thus give a decisive edge to a nation that had them over a nation that did not.

As ever, the application of machine learning requires data, and sometimes data that is hard to get. William Roper, the head of the Pentagon’s Strategic Capabilities Office, highlighted the role of gathering information for machine learning in times of conflict. He said, “It’s wealth and fuel. Your data keeps working for you. You stockpile the most data that you can and train that to teach and train autonomous systems.” Roper said that in future military engagements, “the purpose of the first day or the second day will not be to go out and destroy enemy aircraft or other systems. It’s to go

---


out, collect data, do data reconnaissance, so that our learning system gets smarter than [the enemy’s].”

With the right data, machine learning can change how a nation prepares for and fights wars. Generative design algorithms, for example, can affect how nations build and deploy military technologies before battle begins. Former DARPA Director Arati Prabhakar highlighted ways in which machine learning can change how militaries fight once conflict starts. Electronic warfare, which has traditionally been a slow-moving area of engagement in which each side carefully studies the technology of the other and then determines how to jam it, is ripe for such a change. “We want to get to where we respond and react faster than human timescales,” she said. “The way we do that is by, first of all, scouring the [electromagnetic] spectrum in real time and, secondly, applying some of the most amazing frontiers of artificial intelligence and machine learning, techniques like reinforcement learning. [Then we] use those to build systems, onboard systems, that can learn what the adversary is doing in the electromagnetic spectrum, start making predictions about what they’re going to do next, and then adapt the onboard jammer to be where the adversary’s going before they get there.”

Machine learning in a warfighting context raises some potentially serious and unique issues. These are in addition to the general challenges related to machine learning discussed below. The role machines might have in deciding to carry out a lethal strike is of foremost concern. The Obama Administration urged caution when it came to developing and deploying autonomous lethal weapons. However, it is not difficult to imagine how requiring human involvement in some parts of conflict could slow down decision-making in a way that is unacceptable to some military planners: for example, when it comes to countering cyber attacks that occur very rapidly, or if an adversary is employing machine learning-based warfighting technologies of their own. Unsurprisingly, a great number of military

and cybersecurity strategists advocate for more automation. Perhaps machines will also some day be both faster and better than humans at certain decisions—in a lot of areas, such as some forms of anti-aircraft defense, this threshold has already been crossed. While we appreciate the value such automation offers to governments, we stress the vital importance of considering the ethics and impacts first. This sort of analysis is impossible without a firm understanding of what exactly machine learning entails and what its limitations are.

**Healthcare**

The healthcare industry makes up almost a fifth of the American economy and is home to a great deal of machine learning-driven innovation. This is a trend that will grow, with improvements coming in prediction, computer vision (as discussed above), personalized medicine, and drug discovery.

Broadly speaking, the American healthcare system is in the midst of a transformation from fee-for-service medicine, where providers are paid for each additional treatment, to value-based care, where providers are paid for keeping patients healthy. The result is an environment where doctors and hospitals are now incentivized to advance overall patient health; it is cheaper to keep patients healthy proactively than to admit them for expensive hospital care later. This renewed emphasis on prevention necessarily relies on prediction, because doctors must identify which patient is likely to develop which serious medical problem and determine how best to prevent it. Medical providers are starting to use prediction algorithms to hypothesize who is likely to come back to the hospital with a complication after being discharged, which hospital patients are at risk for developing

---


31 For more, see Michael E Porter and Elizabeth Olmsted Teisberg, *Redefining Health Care: Creating Value-Based Competition on Results* (Harvard Business Press, 2006).
sepsis, and how to best allocate resources and health care providers in the community to keep patients healthy.

Prediction of individual patient outcomes also enables more personalized medicine, one of the most exciting areas of machine learning-led innovation. The more individualized treatment can be, the more it can recognize and respond to the varying needs of specific patients. For example, cancer can develop from numerous different mutations, and the effectiveness of chemotherapy depends heavily on the exact fingerprint of mutations in each tumor. Machine learning enables researchers to discover important mutations and better target drugs.32

Machine learning also has the potential to find new cures for diseases. Some companies, such as Sema4 and Flatiron Health, are using machine learning to look through massive amounts of medical and genomic data to better target existing treatments and look for new targets for drugs. Sema4 is looking through thousands of individuals’ genetic information to find people who are genetically predisposed to rare genetic diseases but are not affected. The company hopes to find what other mutations may be protecting these people. The protective mutations may be the key to finding drugs for curing many rare diseases.33

A final point deserves mention: some of machine learning’s most significant impacts on Americans’ health may come not from medical changes but transportation ones. More than 30,000 Americans die in car accidents each year; to the extent that self-driving cars can reduce the number of crashes, they can directly save American lives.34 On the other hand, a reduced number of car-related deaths also reduces the number of organs available for transplants—a negative side-effect to a development that is much more positive overall and that can be countered by policies to encourage organ donation or by advances in 3D printing of organs. It suffices to say that the intersection of the healthcare system


and machine learning is complex and multi-faceted. There is great room for improvement and innovation, but this requires careful foresight and well-structured systems for managing and sharing data, as well as for considering the broader social impact.

**Law Enforcement**

Many public service agencies will likely find machine learning to be of substantial value in more efficiently allocating limited resources. Some of these organizations, such as law enforcement entities, have not taken advantage of advances in machine learning due to concerns about cost and complexity. The agencies that have already adopted machine learning, however, have found that it helps them make better use of their available resources.

The Santa Cruz Police Department (SCPD) in Santa Cruz, California has adopted machine learning techniques for predictive policing. The SCPD uses a real-time predictive algorithm to identify the fifteen 150x150 meter squares in the city of Santa Cruz that are at highest risk for crime at any one time. The department shares this information with its officers, who can then devote more of their shift time to these areas. One important aspect to this policy is that the algorithm is not attempting to replace the judgment of police officers on the street or give orders. Instead, the algorithm generates a simple prediction that is one of many factors that officers use when deciding where to patrol. One crime analyst with the SCPD described predictive policing as similar to an algorithm that tells fishermen where fish are; it can help them be better at their jobs, but it can’t replace them. Santa Cruz saw a fourteen percent drop in burglaries after the algorithm was implemented. The department finds predictive policing especially useful because they have experienced significant staff cutbacks and are expected to do more with less—a trend familiar to police organizations across the country. Machine learning will be used more and more as the engine of these sorts of data analytics efforts.

---

Data-driven policing is not new, and predictive policing has become controversial due to its potential to target minority neighborhoods. The NYPD CompStat program, begun in the mid-1990s, is a massive initiative to use data-driven policing to lower crime. The effort initially raised concerns about bias in the program that led to greater effects on minority groups. Additionally, the department’s reliance on data also incentivized some officers to manipulate numbers and focus on measured results, rather than the needs of their communities. The NYPD has made significant changes to the program, and introduced CompStat 2.0, which, in order to increase transparency, gives the public access to all of the information the police use.

Going forward, machine learning can be seen as a force multiplier for police departments, allowing them to be more effective with limited resources. But data-driven approaches are not panaceas. The CompStat case shows that a more rigorous analysis process can be narrowly more effective, but may not necessarily accomplish the organization’s wider goals if it is used to implement a problematic underlying policy; the matter of bias and machine learning, which extends beyond law enforcement, will be discussed in more detail in the next section.

Body cameras are another area of significant interest at the intersection of machine learning and policing. As more and more police wear body cameras, more data is available to be collected. Machine learning algorithms could use this data for a variety of purposes with a range of social effects. The particulars of how this data is controlled, collected, and analyzed deserve attention.

---

General Policy Challenges Posed by Use of Machine Learning

Machine learning has been around for a number of decades, but as its use continues to accelerate, policymakers must confront the broad challenges it poses. Machine learning is now demonstrably relevant to the realm not just of technology or science, but also of wider public policy. Algorithms already exist that can read our medical records, decide if we qualify for a loan, identify our political beliefs, and recommend a prison sentence. The machine learning technology community has already started taking many of the concerns outlined in this section seriously; it is time for the policy community to think deeply and in an informed way about these challenges as well. Two significant reports by the Obama administration in 2016 represent a good start in this direction, but much more remains to be done.37

Data Availability

That we live in a world of big data may be a cliché, but it is also a fact. Most of the data generated throughout human history has been generated in recent years. This data, combined with machine learning, has a massive potential to change our lives, from poverty elimination to healthcare to environmental protection. Yet, this data is fragmented and mostly unreachable. Private companies or other organizations hold much of it, and even publicly available data can be extremely difficult to access and combine in any useful way. The problem of data availability is one of the areas where policymakers can help drive innovation in machine learning by encouraging open data initiatives.

Healthcare data provides a useful case study of the challenge of promoting data availability. The American healthcare system generates massive amounts of data, and access to this data could drive life-saving research. As mentioned above, some companies and researchers are currently trying to use that data to find better treatments for disease and improve patient

outcomes. However, this data is notoriously fractured, with different hospitals using different electronic health record (EHR) companies and little ability to share or combine data. Even hospitals that combine into unified healthcare systems cannot get their EHRs to share data seamlessly. The result is that if a patient has laboratory tests or imaging done at one hospital, then visits another hospital, the second hospital often cannot see the results from the first. On top of affecting patient care, this makes it extraordinarily difficult to monitor quality or conduct research using data from a population larger than that served by one hospital, with the exception of several larger databases that are highly fragmented in their own right.

In 2008, fewer than one in ten hospitals even used basic EHRs. The HITECH Act, passed in 2009, attempted to solve the data availability problem by promoting the adoption and “meaningful use” of EHRs, meaning they could be used to operate clinically (such as in the prescription of medicines), monitor quality, and share data. Hospital use of EHRs increased from 9% in 2008 to 84% in 2015. This itself is a massive success—paper records are much less common than ever before and data is more easily shared.

On the other hand, the idea of meaningful use of EHRs was highly controversial in the medical community. EHRs are expensive to install, require retraining, and change workflow. Providers complained that the reporting requirements were too demanding and expensive, and the requirements soured some physicians on the effort. Despite the widespread adoption of EHRs, the overall goal of integrated meaningful use has not been achieved; healthcare data is still highly fragmented by hospital and EHR company. In 2015, meaningful use was replaced with the Medicare Access and CHIP Reauthorization Act, which provided more flexibility to meet regulatory requirements. Andy Slavitt, the then-Administrator of the Centers for Medicare and Medicaid Services, acknowledged: “The meaningful use program as it has existed will now be effectively over and replaced with
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something better. We have to get the hearts and minds of physicians back. I think we’ve lost them.”

There is not the space here to parse the nuances of EHRs, but the example demonstrates the impact policymakers can have on data availability and the vital importance of finding the right policy option. Though the regulatory approach taken by the HITECH Act was unpopular, it was also highly effective at promoting the adoption of EHRs, an important though not sufficient step. Going forward, policymakers should focus on providing incentives and infrastructure for efficient information exchange, in healthcare and beyond.

**Privacy**

The amount of personal data needed for many machine learning applications seems to pose an inherent challenge to personal privacy. These algorithms can provide great value when they use individualized data to offer a degree of personalization. For example, Netflix can offer much better movie suggestions than cable television commercials can, but this is only because Netflix has access to a large amount of personal viewing history and the means to individually target its suggestions.

Suggesting binge-worthy shows may seem trivial, yet the same dynamic of individualized data yielding better results when given more intrusive access holds for more important predictions as well. As noted above, machine learning algorithms will soon be able to suggest the best treatment for a patient’s specific tumor mutation fingerprint, but to do this they will need access to that patient’s medical records. Privacy will continue to be a major challenge for machine learning policy, and protecting privacy is an area ripe for technical innovation in its own right.

A large and recurring threat to privacy stems from how easy it is to identify individuals in a supposedly de-identified dataset, or to use published algorithms to back-calculate information about the individuals the algorithm
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trained on. This is especially easy when the information obtained can be combined with open source data. For example, Rui Wang and others used published Genome Wide Association Studies papers—which were supposedly reliant on datasets with personal details removed—to identify a number of the individuals used to train the algorithms. These researchers were able to uncover details about the individuals’ genetic information.40

Likewise, Arvind Narayanan and Vitaly Shmatikov combined anonymized data that Netflix released as part of a machine learning competition with public information available on the Internet Movie Database website to identify users of the streaming site. The researchers noted that malicious attackers could potentially identify users’ political beliefs and sexuality based on their movie preferences.41 Similarly, after Massachusetts Governor Bill Weld assured the public that information made publicly available by the Massachusetts Group Insurance Commission was de-identified, Latanya Sweeney combined that data with voter registration data to identify the governor’s medical records and mail them to his office.42 In later testimony to the Department of Homeland Security (DHS), Sweeney testified that 87% of Americans can be identified using only their date of birth, gender, and ZIP code.43

The machine learning community has made promising advances that protect privacy but provide algorithms with the data they need. One area of significant progress is differential privacy, the concept that the output of an algorithm should not predictably change based on the presence or absence of any individual.44 This ensures that the output of an algorithm cannot be used to learn information about any particular individual in the dataset.

The technical details of these advances are beyond the scope of this paper, but promising general concepts include introducing statistical noise before
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training the algorithm, choosing an unknown subset of individuals and changing their characteristics before training an algorithm, and masking a random subset of data in a way that both ensures the algorithm does not conform to statistical noise and maintains differential privacy.\textsuperscript{45} The overall concept of differential privacy has been effectively adopted by organizations ranging from the U.S. Census Bureau to Google and Apple as a means of gaining insight on populations without unduly affecting any individual’s privacy.\textsuperscript{46}

Other advances have helped protect privacy as well. In her testimony to DHS, Sweeney argued that post-9/11 America does not intrinsically face a choice between privacy and security. She believes machine learning can help to achieve both. She cited facial recognition technology she developed that uses unsupervised learning to combine features and ensure that any output will match a certain number of ambiguous individuals to protect privacy. She also developed a bio-terrorism surveillance algorithm that uses “selective revelation” protocols to only reveal identifiable medical information when absolutely necessary.\textsuperscript{47}

It is worth noting, however, that these advances pertain only to algorithms trained on personal data, and not to the security of the data itself. Strong social norms maintain that the security and proper use of data is the responsibility of those who collect and access it, whether they are companies, academics, or governments. Perception of misuse of data can bring widespread condemnation, as Uber realized after announcing that it was tracking its customers’ late night sexual encounters.\textsuperscript{48} Data protection and use is a field in and of itself—one worthy of a great deal of attention—but advances in machine learning show that organizations that do secure and use their data responsibly can train valuable machine learning algorithms while protecting privacy.

\textsuperscript{45} This is usually called the holdout dataset. Cynthia Dwork et al., ‘The Reusable Holdout: Preserving Validity in Adaptive Data Analysis’, Science 349, no. 6248 (2015).
\textsuperscript{47} ‘Statement of Latanya Sweeney’, Privacy and Integrity Advisory Committee, 2005.
Bias, Fairness, and the Misapplications of Machine Learning

On one hand, machine learning has the exciting potential to diminish many of the effects of bias on the day-to-day lives of Americans. Neutral algorithms could make hiring decisions, approve people for loans, and recommend criminal sentences without the implicit preconceptions that humans bring to the table. Properly implemented, this could lead to a more just society.

On the other hand, machine learning is sometimes critiqued as “money laundering for bias.” At its very worst, machine learning can cloak inequity with the imprimatur of science. A fundamental problem of applying machine learning to the real world is that a sophisticated algorithm is usually a “black box”: while the user knows the prediction that is made, the process through which it is made is often far too complex to understand. Users often must simply determine if the algorithm’s predictions are accurate enough to rely on given this constraint. If a trusted algorithm is in fact biased, it can further entrench unfairness and injustice.

This is not a theoretical risk, but one that has already manifested itself many times. For example, in a seminal case, a British medical school used an algorithm that screened out qualified female and minority applicants because it was trained on the decisions made previously by a biased admissions board. A ProPublica investigation found that an algorithm developed by the company Northpointe, Inc. to provide a risk assessment score for judges during sentencing was racially biased and inaccurate. African Americans were much more likely to be labeled as high risk, but, as the table shows, the African Americans who were labeled as high risk were much less likely to commit another crime than high risk whites.

<table>
<thead>
<tr>
<th></th>
<th>WHITE</th>
<th>AFRICAN AMERICAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labeled Higher Risk, But Didn’t Re-Offend</td>
<td>23.5%</td>
<td>44.9%</td>
</tr>
<tr>
<td>Labeled Lower Risk, Yet Did Re-Offend</td>
<td>47.7%</td>
<td>28.0%</td>
</tr>
</tbody>
</table>

Much more needs to be done to study the problem. Almost no research has been conducted on how much these risk assessment scores influence sentencing decisions.\textsuperscript{51} Furthermore, Northpointe has prevented access to its proprietary algorithm, further exacerbating the black box problem. This has caused significant concern, and justifiably so. Former U.S. Attorney General Eric Holder worried that the risk scores “may exacerbate unwarranted and unjust disparities that are already far too common in our criminal justice system and in our society,”\textsuperscript{52} while Supreme Court Chief Justice John Roberts said, “The impact of technology has been across the board and we haven’t yet really absorbed how it’s going to change the way we do business.”\textsuperscript{53}

There are a number of structural ways an algorithm can learn to be biased. First, it can train on data that doesn’t represent the population to which it will be applied. Second, the algorithm can be trained to very accurately predict the results of an already biased system, as occurred in the flawed medical school admissions algorithm. When this occurs, the algorithm may not be introducing new bias into the system, but instead entrenching and masking it with a veneer of objectivity. Third, an algorithm can simply be trained poorly and learn prediction rules that are inaccurate or biased. Finally, a good algorithm can simply be applied in a way that introduces bias, as occurs when algorithms are inadvertently trained to overlook particularly small groups.\textsuperscript{54}

All of this highlights an important concern: success in machine learning has traditionally revolved around prediction accuracy, and the most accurate models are considered the best. But it is important to understand that there is often a tradeoff between fairness and accuracy, as an algorithm may come to accurate conclusions that are unfair to certain groups.\textsuperscript{55} For example, even if a particular algorithm is made more accurate by taking

\textsuperscript{52} Julia Angwin et al., ‘Machine Bias’, ProPublica, 23 May 2016.
\textsuperscript{55} Benjamin Fish, Jeremy Kun, and Ádám D. Leikes, ‘A Confidence-Based Approach for Balancing Fairness and Accuracy’ (paper presented at ‘Proceedings of the 2016 SIAM International Conference on Data Mining’, 2016).
racial factors into account, it seems unfair to use this information as a factor in making predictions because of the way it will prejudice judgment against certain groups. Indeed, the notion of what accuracy itself means for a given problem needs nuance; the algorithm that best approximates the decisions of a biased system is probably not the best algorithm for a just society.

As it has done with privacy concerns, the machine learning community has developed a number of approaches to tackle these problems. One approach would be for algorithms to identify the important features they use to make predictions. If someone is denied a loan, for example, the algorithm could provide an overall explanation. In this case, an acceptable answer would obviously have to be something like “not enough work history,” instead of “not white.” This sort of prose-based explanation is exceedingly difficult for many complex machine learning systems to generate right now. One project that aims to address this, Locally Interpretable Model-Agnostic Explanations (LIME), attempts to use machine learning to break open the black box; DARPA has a project with similarly ambitious goals called Explainable AI.56 These projects, if successful, could allow people to trust algorithms more as well as reveal any bias. A doctor, for example, would be more confident in an algorithm that could explain why it came to a certain diagnosis than in an algorithm that just suggested a diagnosis.

In making the case for their project, LIME’s creators point to the example of an algorithm that was trained to distinguish huskies from wolves. Instead of relying on characteristics of the pictured animal, the algorithm instead learned to classify any picture with snow in the background as a wolf. The LIME explanation is necessary to understand that it was the background, and not the animal, that the classifier focused on, as the image shows.57 While a snow-centric approach may have been effective for some

datasets, this demonstration shows the possibility of machine learning programs doing something fundamentally different in practice than their developers understand.

A number of machine learning researchers have attempted to solve the racial bias in sentencing problem as well. One paper proposes a more effective machine learning algorithm that can reduce crime by 25% without changing the jailing rate, or decrease the jailing rate by 42% with no change in crime, all while decreasing the percentage of African-Americans and Hispanics who are imprisoned.58 Other researchers used machine learning methods to remove much of the racial bias from training data, and applied it to the Northpointe algorithm described above to decrease racial bias, as shown in the graphs.59 The x axis for both graphs is the risk score, while the y axis in the top graphs is the actual reoffending rate and the y axis in the lower graphs is the amount of population with that score.

However, Cynthia Dwork, the computer scientist who introduced the aforementioned idea of differential privacy, argues that rather than attempting to hide characteristics like race from algorithms, data scientists should explicitly include them under a framework that ensures statistical parity. The exact meaning of statistical parity can be interpreted and calculated in a number of ways, but the general idea is to ensure fairness across

categories, such as race. In such an arrangement, the demographics of the set of individuals who are given any particular classification are the same as the demographics of the broader population.\textsuperscript{60} Interestingly, the same recommendation was made after the bias in the medical school admissions algorithm was discovered as well.\textsuperscript{61}

Ultimately, we likely face a future where machine learning will make the problem of bias simultaneously better and worse. This challenge calls for greater input from the policy community. In the absence of guidance, some companies have set up internal ethics watchdogs in an attempt to police themselves. It is time for policymakers to ensure that machine learning increases fairness and does not entrench bias.

**Economic Impact**

Self-driving cars have attained a prominent spot in the American consciousness, even though fully autonomous vehicles are not allowed on the road. It has become almost a cliché to debate how the Trolley Problem (is it okay to kill one person in order to save five?) applies; should your self-driving car kill you in order to save a car full of passengers? While that is an interesting and perhaps important ethical debate, there are other more immediate ways in which machine learning can impact human society.

Consider a hypothetical boy named Sam who is born in 1975. Sam's father is a truck driver, and Sam from an early age develops a passion for cars. Sam is from the American heartland and, through public schools, attains a good education, though not a spectacular one. When Sam graduates high school in 1993, the internet is still used almost exclusively for obscure academic and defense pursuits; the first major browser company, Netscape, has not yet been founded. After a two-year associate's degree, Sam gets a job at his father's company as a truck driver, and very quickly demonstrates his skill. He is patient, conscientious, and an excellent mechanic for the many minor issues that crop up over thousands of miles on the road.

\textsuperscript{60} Cynthia Dwork et al., `Fairness through Awareness` (paper presented at `Proceedings of the 3rd Innovations in Theoretical Computer Science Conference`, 2012).

\textsuperscript{61} Lowry and MacPherson, `A Blot on the Profession.`
In 2017, Sam is 42 years old. He has been driving a truck for 22 years, and still loves it, even though the hours are long. He has two kids of his own, ages six and eight, and they’re already better than he is with computers. Sam has started to hear about self-driving cars and trucks, and worries that they will replace him before too long. With projections of fully autonomous vehicles five to ten years away, Sam wonders if he should try to change careers, but he is afraid to give up his income at a time when his kids are young and his family needs the money. Yet he is concerned that by not switching he opens himself up to losing his job in a few years. He worries that one of the things harder than making a career change at 42 is making a career change at 52. He wishes he had realized in 1995 that truck driving was not a profession that would last, but how, in a mostly pre-internet age, could he have known?

What do we tell Sam in 2017? What does society owe him? Should the person who decided to go into computer software in 1995—which probably seemed like much less of a sure thing than truck driving—enjoy a long and incredibly lucrative career, while Sam worries about unemployment in middle age? Should Sam have acted to avoid the coming wave of automation, if not in 1995, then perhaps a decade or two later? Should we slow automation in order to protect Sam?

These are all questions to which we do not know the answer. Yet we believe they are questions of profound social importance. Most who have studied the issue agree: there will be more Sams, and not just in fields like truck driving. Nearly every occupation will be affected by machine learning. Terms like “the second machine age” or “the fourth industrial revolution” have been coined to describe the upheaval and change that will result.62 These effects are not just limited to jobs that do not require a great deal of education. Indeed, some blue-collar careers, like hairdressing, are probably less likely to be affected than white-collar ones such as accounting.

Not all of these changes will necessarily result in unemployment.63 Some jobs may involve tasks that are both easily automated as well as tasks that
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are very hard to automate. For example, a security guard might need to watch a dozen camera feeds looking for intruders (very easy to automate) but also to intercept the intruder (very hard to automate). This again is not merely a blue-collar phenomenon; a doctor might find that computers can replace her ability to read scans and monitor patients, but not her ability to interact with the patient or treat the disease.

Nor is the disruption of entire sectors bad in and of itself. Certainly, the internet of which Sam in 1995 was unaware has damaged a lot of industries, from travel agents to fax services, in such a way that has overall promoted an enormous amount of social good. A group known as the Luddites destroyed textile machinery because they thought it threatened employment; we do not suggest that machine learning be attacked for the same reason. But the data does indicate that there will be significant economic and social effects, and that those will have to be managed.

A series of papers shows the potential impacts, good and bad. In a 2016 report, two leading economists examined the concept of automation and concluded that it would offer substantial benefits to American workers. In particular, automation would supplant jobs in manufacturing, but it would offer opportunities to replace them with better ones in safer or more lucrative professions.64 The same economists in 2017 examined data to better test their theory. They found that, thus far, it hasn’t held up: the loss of manufacturing jobs didn’t come with an offsetting growth in other areas.65 One of the economists, Daron Acemoglu, drove home the stakes, saying, “The conclusion is that even if overall employment and wages recover, there will be losers in the process, and it’s going to take a very long time for these communities to recover.”66 Sam, it seems, may be as archetypical as he is hypothetical—the implications of that remain to be seen.
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Security

Machine learning algorithms run on computers, and thus quickly intersect with the important matter of cybersecurity. There is an immediate concern: if systems employing machine learning are more powerful and more central to society, the potential for harm via hacking is much greater.\(^{67}\) If machine learning algorithms are driving cars, fighting wars, and the like, not only are the stakes high, but the speed of individual decisions is likely to be high as well. Hackers who are able to compromise these systems thus have greater capacity to do enormous damage more quickly. Defenders might find it harder to intervene in time, and might find that the risk of cascading failures is harder to predict, with more damaging consequences. In short, traditional computer defense is of even greater priority for many machine learning systems.

In addition to these usual—and significant—concerns about data protection and securing systems from malicious intruders, machine learning presents some new challenges.\(^{68}\) This is particularly relevant for algorithms that attempt to defeat an adversary that evolves, such as a spammer. A clever adversary may attempt to discover and exploit weaknesses in the machine learning program. This kind of operation is known as an exploratory attack. For example, if a spam-detecting machine learning program examined only the words in a message that also appeared in a dictionary, spammers may learn to slightly misspell words in order to evade detection. In the case of identification algorithms that rely on biometrics, imposters may seek to exploit the machine learning program’s error tolerance in order to impersonate someone. These efforts undermine the integrity of the
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program, in that they cause illegitimate data to be classified as legitimate; if this occurs enough, they will threaten the program’s usefulness.

A second category of attacks on machine learning programs is known as a causative attack, because hackers attempt to create a weakness that they will later exploit. They will often do this by interfering with the training of the machine learning program through something known as a poisoning attack. In a poisoning attack, the machine learning algorithm is fed carefully-created samples that cause the program to learn the wrong things. For example, a simple attack might feed a spam filter hundreds of messages about cheap imported drugs. The attackers, using a variety of adversarial techniques, can cause the program to assess these messages as legitimate. If the machine then learns that mention of cheap imported drugs is likely to be a sign that a message is benign, future spam messages in that vein are less likely to be blocked. There are numerous examples of these kinds of attacks, especially in programs that continually retrain on recent data; if attackers know that an algorithm is continually retraining itself on incoming data—as opposed to making predictions about data and then discarding the data once it is received—this presents the opportunity to manipulate the learning process.

It took decades after the invention of the computer and the internet for even the basics of cybersecurity to be worked out. Machine learning is comparatively nascent, and the security considerations of machine learning systems’ cybersecurity are more nascent still. It suffices here to note that, as machine learning algorithms gain more and more of a role in society, these security concerns must be accorded paramount importance. Especially in cases where the machine will face an intelligent or evolving adversary, security cannot be taken for granted. Security principles must be built in from the start, and operators must be able to adapt flexibly to emerging threats.
Conclusion and Recommendations

We have tried to lay out the enormous opportunities and advances machine learning makes possible. None of these are inevitable. Each requires the groundbreaking work of machine learning researchers—efforts that, like all invention, require as much perspiration as inspiration. But, to make sure the benefits to society are realized, these advances need significant attention from policymakers. More important than any specific policy decision is that policymakers and their staffs begin to understand the key ideas of machine learning and their implications. These issues will only increase in relevance. It is not an exaggeration to say that before long, for example, the majority of Congressional committees will find machine learning impacting the areas they oversee.

We recognize that there is value to particular suggestions. As such, we make seven recommendations for immediate consideration. First, policymakers should study, or appoint a review group to study, the degree to which machine learning is currently used to reinforce bias in systems to which it is already applied. The focus on applied systems is vital. The goal here is not to stunt research but to make sure that the technology is not actively causing harm today. Systems like the biased sentencing algorithm mentioned earlier deserve auditing and scrutiny. If machine learning is permitted to reinforce bias, this will stifle its long-run use and value. There is a tradeoff between fairness and accuracy, as mentioned, which must be navigated here. The proper way to do so is context-dependent—no system is perfect—but the tradeoff and its implications should be transparent.

Second, policymakers should study the ethics and impact of machine learning as it will be used in future applications. National governments should not rush headlong to develop and deploy machine learning technologies in areas like warfighting without understanding their impact. We recommend significant study, in classified and unclassified environments, of the risks of applying machine learning to these over-the-horizon problems. These studies should examine the risk of bias, of a loss of privacy, and of strategic consequences—for example, how will other nations approach machine learning in their militaries.
if the United States continues with the third offset? It will also likely be important to study how the private sector is using or will use machine learning in applied contexts, especially with regards to ethics and impact.

Third, governments should incentivize the sharing of data within industries and regularly include data openness as a requirement for grants and funding. Establishing or incentivizing mechanisms for industries, such as healthcare, to establish data interoperability is an essential part of making sure the data can be aggregated and used for analysis. Some cities, such as San Diego, have taken promising first steps by supporting health information exchanges. Furthermore, an enormous amount of data is produced by government-funded studies or organizations. In many of these cases, it would be beneficial for a condition of funding to be the publication of data for secondary research and for use in machine learning applications.

Fourth, governments at all levels should actively hire individuals to promote the publication of data and the usage of it within the government. Some cities—again, San Diego is an example—have taken the step of hiring a chief data scientist. The Obama Administration made a big effort to promote open government and make data available. These are positive developments and should serve as models. However, governments should work as well not just to share the data with others, but also to use it to make their own operations more efficient and effective.

Fifth, governments should expand access to machine learning education and invest in machine learning research. We believe the technology involved in machine learning is of enormous economic importance. The nations that invest in training the next generation of artificial intelligence scientists will have a significant competitive edge in the global economy. It is essential that socioeconomic factors not limit the opportunity for individuals to work with machine learning; we believe the basics of machine learning can be taught widely, including some foundational ideas in high school. Beyond that, better machine learning will have transformational effects, including ones that save lives. The more individuals who are given the opportunity to understand how machine learning algorithms work, the better—even if those individuals do not end up as research scientists.
Sixth, governments should particularly encourage the development of privacy- and security-protecting machine learning technologies. We do not advocate regulation of machine learning programs, however we think it is vital that privacy of data and transparency of algorithms be ensured as much as possible. Governments should particularly encourage and fund research into privacy-protecting machine learning technologies throughout the software and hardware stack. Machine learning will be more trusted in the long run if it is implemented on auditable and tamper-free processing units, using auditable and transparent data mechanisms run by secure algorithms. As the risks of adversarial machine learning become more apparent, this is a vital step, and further investment can build on the impressive work the technology sector has already done.

Seventh, governments should study the feasibility of explainable machine learning in certain high-priority environments. As we have discussed, the black box problem is a significant issue in machine learning algorithms with major real-world consequences. Research into explainable machine learning algorithms is ongoing, though virtually all approaches will require tradeoffs of some kind. This sort of research should be encouraged, and policymakers should study the feasibility of explainable machine learning in certain high-priority applications. We do not think an explainability requirement should be applied to every use of machine learning. For example, it may be that a cancer-detecting algorithm does not need to provide explanations, as what is most important is that it detects cancer; on the other hand, an algorithm used for prison sentencing operates in a very different context, where explanations are almost certainly more appropriate. In those contexts, the reasons for decision are an essential part of ensuring not just fairness but the appearance of fairness. Without wide confidence in algorithms and their decisions, machine learning may lose public trust.

To return to where we began: though it may sometimes seem like science fiction, machine learning is not magic. It is neither intrinsically good nor intrinsically evil. It is, perhaps, the ultimate tool. As it becomes more powerful and is applied to more and more problems, the opportunities and dangers of machine learning grow, possibly at an exponential rate. In the end, the promise and peril of machine learning will be determined not by the tool itself, but by those who develop, foster, manage, and wield it. In a democracy, that’s all of us.
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