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Executive Summary

Machine learning matters. If nothing else, the drumbeat of headlines
in recent years offers proof of this. In fields as diverse as healthcare,
transportation, policing, and warfighting, machine learning algo-
rithms have already had a significant impact. They seem poised to do
more, and the particulars and the implications of this change deserve

attention.

But machine learning can seem incomprehensible. As a type of arti-
ficial intelligence, it can be technical and obtuse. As a fast-changing
discipline, it can appear to lack conceptual constants. As a domain of
sometimes-inscrutable algorithms, it often hides the answer to one of

its most pressing questions: why do machines do what they do?

While all of these are real concerns, we believe that not only is it
possible for generalists to gain insight into machine learning, it is vital.
This paper aims to enable that understanding. First, we introduce and
differentiate three types of machine learning algorithms: supervised
learning, unsupervised learning, and reinforcement learning. We show
how each is well-suited to particular tasks and how the combination
of different algorithms and architectures can lead to powerful results.
Second, we examine how machine learning has already affected a
disparate array of fields. We use these examples of success to introduce
important concepts, such as deep learning, computer vision, and the

importance of data.

With key concepts identified, we next examine how machine learning
is poised to be of still greater significance in areas of importance

to policymakers. The third section therefore considers the impact
machine learning could make in warfighting, healthcare, and policing.
New technologies will deeply impact how business is done, changing
the nature of jobs and potentially improving overall outcomes. But in
each area, there are specific policy, ethical, and technical challenges
that must be addressed in order to achieve the best results. For exam-
ple, the ethics of artificial intelligence in conflict, the challenges of data

interoperability in healthcare, and the danger of bias in policing all
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deserve attention. It is vital that policymakers have an understanding of the
key facts of machine learning as they work through these sector-specific

challenges.

Fourth, we outline some general matters that deserve attention when

it comes to machine learning, such as bias, privacy, explainability, and
security. In each of these areas, there are crucial questions and challenges.
For example, there is tension between the improved accuracy that comes
from taking all data into account and the increased unfairness from relying
on data correlated with race to make predictions; a similar tension exists
between increasing algorithms’ accuracy and usefulness and protecting
the privacy of individuals. All of this is complicated by the difficulty

in understanding how machine learning algorithms come to certain
conclusions—even when those conclusions are correct. Security is also
an ever-growing issue. When it comes to managing these and other chal-

lenges, engaging with the discipline’s foundational concepts is vital.

Fifth, we make recommendations to chart a path forward. It is essential
that the bias in already-deployed machine learning algorithms be under-
stood, and that ethics and impacts of machine learning are considered
going forward. It is likewise essential that governments encourage the
sharing of useful data, and look to how they can better deploy machine
learning to improve their own operations. Finally, governments should
encourage research and education in machine learning algorithms

and applications, particularly those that enhance privacy, security, and

explainability.

Few areas of national policymaking will remain untouched by artificial
intelligence. Though the challenges it poses are complex, the opportunities
it offers are tremendous. Simply put, machine learning is too important to

ignore.

Machine Learning for Policymakers: What It Is and Why It Matters



Introduction

Machine learning can spot cancer. It can translate complex texts. Drive
cars. Beat the best human in the world at one of the most complex games
ever invented. Devise alien-like designs to create more efficient physical

structures. Save energy.

The science fiction writer and futurist Arthur C. Clarke wrote, “Any
sufficiently advanced technology is indistinguishable from magic”' The
accomplishments above can indeed at times seem magical, but they are
not. These successes are the result of a combination of innovative algo-
rithms, powerful computers, and rich data. This mixture of algorithms,
computers, and data can also, when misapplied or when misconfigured,
make significant mistakes with catastrophic consequences. To see machine
learning as sorcery rather than as a powerful tool that must be wielded

carefully and thoughtfully is to invite enormous risk.

Machine learning can also seem magical in another way: it can appear
impossible to grasp. Our foundational premise in this paper is that this
idea is false and dangerous. For each of the aforementioned achievements,
and for several others, we will outline the concepts at play in a way that is
accessible to generalists. Not only do we believe it is possible for non-spe-
cialists to gain intuition about how machine learning works, we think it is
urgent. Several important principles are fundamental to understanding the
power of machine learning, the opportunities it offers, and the new policy

issues it raises.

We proceed as follows. The first section outlines the basics of how machine
learning works. It provides some important background on artificial intelli-
gence, and discusses three main types of machine learning algorithms. The
second section considers the current state of affairs, identifying areas of
great progress in machine learning and in the process distilling important
foundational concepts. In so doing, we show the ways in which machine
learning has already had an impact on a variety of challenges. Next, we

turn to the future. The third section examines how machine learning will

1 Arthur C. Clarke, Profiles of the Future (New York: Macmillan, 1973).
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affect areas of great importance to policymakers. In particular, we focus on
warfighting, healthcare, and policing. The discussion of these three areas
shows the breadth of the change still to come, and the need for policy-

maker engagement.

While there are sector-specific reasons for policymaker engagement on
machine learning, there are also overarching ones. The fourth section
examines the challenges that come with the technology. In particular, it
articulates concerns about data availability, privacy, fairness, security, and
economic impact that must be carefully managed. Each of these areas,

if not addressed by technologists and policymakers, represents a way in
which poorly designed or applied machine learning tools could cause

real harm. We believe they all deserve significant attention. As such, our
conclusion provides recommendations on how policymakers can begin to
approach machine learning to best maximize its potential and overcome its

dangers.

Machine Learning for Policymakers: What It Is and Why It Matters



How Does Machine
Learning Work?

Machine learning is the process of instructing computers to learn.? It exists
at the intersection of computer science, statistics, and linear algebra, with
insights from neuroscience and other fields as well. But unlike traditional
software development, machine learning involves programming computers
to teach themselves from data rather than instructing them to perform
certain tasks in certain ways. Machine learning is traditionally focused on

prediction and creating structure out of unstructured data.

In early efforts at artificial intelligence, researchers would attempt to
instruct computers to act based on clear preset rules with fixed conditions.
For example, a very basic spam filter program might be told to mark

as spam every email with a subject that contains the full phrase “cheap
imported drugs” This approach has the advantage of being straightforward,
but it is also inflexible; spammers who instead use the subject “discounted
imported drugs” can defeat the system. In contrast, a machine learning
program forgoes these few predetermined rules, which are often too broad
or too narrow to be effective. The modern machine learning program
instead identifies on its own a large number of more subtle patterns and
features in data given to it for training purposes. It then uses these insights
to assess new data. When making an assessment, such as whether or not
an email is spam, the machine learning program will evaluate all of the fea-

tures of the new data and compare them to the patterns it has seen before.

For engineers, building a machine learning capability can often take a great
deal of fine-tuning and experimentation, as well as the use of conceptually
interesting techniques (some of which will be discussed below). In addi-
tion, many machine learning techniques require computing power that

has only very recently become available to those outside of government,
even though the concepts themselves are older. To simplify the enormous
amount of complexity and variation in these systems, machine learning

algorithms are often divided into three broad categories: supervised

2 This section recapitulates the basics of machine learning. For more detailed overviews, see Tom
Michael Mitchell, The Discipline of Machine Learning, vol. 9 (Carnegie Mellon University, School of
Computer Science, Machine Learning Department, 2006). Richard S Sutton and Andrew G Barto,
Reinforcement Learning: An Introduction, vol. 1 (MIT press Cambridge, 1998).
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learning, unsupervised learning, and reinforcement learning. Each of these is

a different method of applying machines to a problem.

Supervised Learning

Supervised learning algorithms enable machines to make predictions or
assessments; they are widely used in everyday life, from voice recognition
to email spam filters to medical predictions. The “supervised” part of the
name comes from the fact that each piece of data given to the algorithm
also contains the correct answer about the characteristic of interest, such
as whether an email is spam or not, so that the algorithm can learn from
past data and test itself by making predictions. To do this, the computer is

usually given three things:

o A setof data to learn from. The data can be provided in a table or

spreadsheet format, but must be labeled with the correct categories.

o A model that determines how the computer approaches the prob-
lem of assessing the data, with parameters that fine-tune the model
to make the predictions as accurate as possible. There are numerous

machine learning models.

 The cost function that calculates the error, or how far the algorithm

is from perfect performance.

A description of one supervised machine learning model, the support
vector machine (SVM), can illustrate how machine learning works on a
more technical level when applied to the problem of predicting whether an
email is spam or not spam. Starting with a dataset of emails (represented as
dots on the graph on the next page) labeled as spam or not spam, an SVM
will try to find the line that best separates the two categories of data points,
as seen below with the line dividing the blue and brown areas.’ The param-
eters in this case determine the location and curves of the line. The SVM

distinguishes between the categories through an iterative process of

3 The idea of this chart was drawn from Scikit-learn. For more, see Fabian Pedregosa et al., ‘Scikit-
Learn: Machine Learning in Python’, Journal of Machine Learning Research 12, no. Oct (2011).
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starting with a random line, determining what changes to the line (made
through parameter adjustments) decrease its error as calculated by the cost
function. It then iteratively adjusts its parameters until the error is mini-
mized to its fullest extent; at that point, the best separating line has been
found. Once that line is found, new emails can be plotted on this graph and
their category (blue or brown; spam or not spam) can be predicted from

their relationship to this line.*

35 ¢ .

3.0 + .

2.5

20} . .
5.0 5.15 6?0 6?5 7.10 1.5 8j0

SVM is only one of numerous supervised learning models that are used,
and a number of models take different approaches to the same problem.
The image on the next page shows how ten different supervised learning
models divide the same set of data into two categories, red or blue; the
shading indicates confidence intervals.” Importantly, each algorithm has its
strengths and weaknesses, and machine learning practitioners will often try
a number of models to determine which one works best for the problem

they are trying to solve.

4 Itis worth mentioning that while the illustration below only shows two dimensions, reflective of
examining two characteristics of the data, the separating line in most machine learning cases is
actually a multidimensional hyperplane.

5 This image is drawn from Scikit-learn. Pedregosa et al., ‘Scikit-Learn: Machine Learning in Python.
For the specific original image, see http://scikit-learn.org/stable/auto_examples/classification/
plot_classifier_comparison.html#sphx-glr-auto-examples-classification-plot-classifier-compari-
son-py
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A common analogy is that the supervised learning model is a box with
thousands of adjustable knobs, which represent parameters, and the goal
of supervised learning is to adjust the knobs to find the configuration that
minimizes overall error. Adjusting the parameters allows the model to
uncover the patterns in the data that are important for prediction. After the
model finds the best parameter configuration, it can use this configuration
to make predictions when given new data. In addition to support vector
machines, there are a number of different types of supervised learning
algorithms, such as decision trees, Bayesian networks, and more. The
details of each of these are beyond the scope of this paper. More important
is that, while these approaches are diverse in their applications and relative

advantages, they all follow the same basic concept.

Machine Learning for Policymakers: What It Is and Why It Matters



Unsupervised Learning

Supervised learning algorithms benefit from the guidance provided by the
training set of data, and sometimes by real-time feedback about whether
their predictions are correct. Sometimes data isn't so neatly structured,
though. Unsupervised learning is more useful when there is not a clear
outcome of interest about which to make a prediction or assessment.
Unsupervised learning algorithms are given large amounts of data and try

to identify key structures, or patterns, within them.

One common task for these algorithms is to spot clusters in a set of data.
The clusters represent groups that each share meaningful characteristics.
Clustering is very useful in market segmentation, for example. It can break
data representing an undifferentiated sea of customers into groups that share
preferences and interests, enabling companies to better tailor their products
and marketing to each group. But a key insight bears repeating: in unsuper-
vised learning, the algorithm finds the clusters on its own, and is not given

any preconceived notions about how to break down the data into groups.

One unsupervised machine learning method, k-means, can help illustrate
how unsupervised learning works. A company may want to perform
market segmentation with the customer data shown in the image, dividing
its customers into three segments for more accurate advertising or pricing.
The k-means algorithm would randomly propose three (or the desired
number of clusters) points on the graph to be the centers of the new clus-
ters. It would then adjust these center points iteratively in the direction that
minimizes the distance between the center point and all of the points in its
cluster, while also maximizing the distance between the center point and
all points not in its cluster. The end product, as shown in the image, is three
separate and well defined clusters, with customers matched to the cluster of

the closest center point.°®

6 For more, and for the original image, see Nathan Landman et al., ‘K-Means Clustering’, Brilliant.
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One of the most common uses of unsupervised learning is to better under-
stand the structure of data in order to build better supervised learning
algorithms. For example, unsupervised learning can be used to combine
the multitude of pixels from a picture into a small number of important
recognizable features. These features, such as the structures of the eyes,
nose, and mouth can then serve as an input for a supervised learning facial
recognition algorithm. Notice that the each of the three images below

highlights facial features that would be important for identification—fea-

tures derived through unsupervised learning.”

7 For more, see Pedregosa et al., ‘Scikit-Learn: Machine Learning in Python.. For the original image,
see http://scikit-learn.org/stable/auto_examples/decomposition/plot_faces_decomposition.
html#sphx-glr-auto-examples-decomposition-plot-faces-decomposition-py
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Reinforcement Learning

Rather than simply manipulating data, reinforcement learning algorithms
work by introducing software known as a machine learning agent to an
environment and teaching it how to act. Unsurprisingly, reinforcement
learning is very important in robotics, though its most public successes

have been in defeating humans in games.

DeepMind, a leading artificial intelligence company that was purchased
by Google in 2014, has been a pioneer in reinforcement learning. In 2015,
they devised a program that would learn how to play basic video games.
The agent in this program got only the information on the screen, includ-
ing the score of the game, and nothing else—not even the rules. It then
proceeded to make decisions, randomly at first, and to see the rewards or
failures of its choices. Over hundreds or sometimes thousands of iterations
of the game, the agent saw which decisions, or series of decisions, led to
better rewards in certain conditions. This information became the basis of
its approach to playing the games well. The DeepMind game-playing agent
was able to beat professional game players in more than three-fourths of

the games it tried.?

Reinforcement learning returned to the news in 2016 with perhaps its
highest profile success. DeepMind applied reinforcement learning along-
side deep learning (discussed below) to the ancient board game Go. Go is
a game that had long been considered too difficult for artificial intelligence
to master because of the many combinations of possible moves; there are
many more possible Go board combinations than atoms in the universe,
and many more combinations than in even other complex games like
chess. Playing Go well is not just a matter of calculation, but of intuition—

something at which machines are famously weaker than humans.

DeepMind’s agent, named AlphaGo, observed many thousands of games of
professional Go to understand the important patterns. It then began to play
millions of games of Go against itself, refining its capabilities and uncov-

ering additional insights. This highlights the immense scale made possible

8 Dharshan Kumaran and Demis Hassabis, ‘From Pixels to Actions: Human-Level Control through
Deep Reinforcement Learning’, Google Research, 25 February 2015.
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by machines; AlphaGo in a short period of time played more games of

Go than even the most dedicated players can play in a lifetime. It used the
insights from these games in a widely-publicized set of matches in 2016
and 2017 to defeat the top players in the world. In so doing, it introduced
new ideas and strategies that had eluded players ever since the invention of

the game.’

9 Cade Metz, ‘In Two Moves, AlphaGo and Lee Sedol Redefined the Future’, Wired, 16 March 2016.
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The Current State of
Machine Learning

An old joke goes something like this: “Once something works, we stop
calling it artificial intelligence and start calling it software” Moving the
goalposts of artificial intelligence, of which machine learning is a part, is

a repeated pattern: as advances have continued, such as defeating humans
in chess, then Jeopardy!, and then later in Go, we have been reluctant to
recognize each step as artificial intelligence in and of itself. Instead, artifi-
cial intelligence is often viewed as something that is perpetually over the
horizon. While there are many goals that are out of immediate reach, this
perspective can obscure the progress that has already been made. By focus-
ing on the ways in which machine learning has already been applied with
success and looks poised to grow still further, this section draws out several

important and overlapping concepts of critical importance.

The Importance of Data

While conceptual breakthroughs in the design of machine learning
programs are significant, machine learning still relies on data. In a ground-
breaking 2001 paper, Michele Banko and Eric Brill showed that the amount
of data used to train machine learning algorithms has a greater effect on
prediction accuracy than the type of machine learning method used; see
the graph on the next page.'® In other words, for some problems, a decent
algorithm that learns from a lot of relevant data outperforms a great
algorithm that learns from minimal or poor data. This is one of the reasons
why some of the most successful companies today are the ones that have
the most data on which to train their programs, and why companies are
willing to pay massive amounts of money for more data. As Peter Norvig,
Google’s Chief Scientist, once said, “We don’t have better algorithms than

anyone else; we just have more data"!

10  Michele Banko and Eric Brill, ‘Scaling to Very Very Large Corpora for Natural Language
Disambiguation’ (paper presented at ‘Proceedings of the 39th Annual Meeting on Association for
Computational Linguistics), 2001).

11 Scott Cleland, ‘Google’s “Infringenovation” Secrets’, Forbes, 3 October 2011.
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But high-quality data collection can be notoriously difficult and expensive.
Google and Facebook gained success in part by finding cheap ways to
collect data from their users, which improves their services and encourages
users to make still more data available. Unfortunately, many public policy
problems do not have large amounts of accessible data from which to learn.
Social welfare programs can be inefficient at providing the right resources
to the right people at the right time, but there often is precious little data
on the details of this inefficiency. Some data, for example, can only be
collected by conducting surveys in person, which is cost-prohibitive and
time consuming. Other data, such as medical records, are kept private by
default.

The Deep Learning Approach

Deep learning is perhaps the most promising area of machine learning
today.'> While supervised, unsupervised, and reinforcement learning are all
overarching methods, deep learning is an architecture that can implement
those methods; for example, deep reinforcement learning systems are quite

powerful. Deep learning uses networks that contain layers of nodes that in

12 For a more detailed overview, see lan Goodfellow, Yoshua Bengio, and Aaron Courville, Deep Learn-
ing (MIT Press, 2016).
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some ways mimic the neurons in the brain. Each layer of neurons takes the
data from the layer below it, performs a calculation, and provides its output
to the layer above it. Deep learning can combine an unsupervised process
to learn the features of the underlying data (such as the edge of a face) and
then provide that information to a supervised learning algorithm to recog-
nize features as well as the final result (correctly identifying the person in
the picture). More generally speaking, deep learning is useful for capturing
hierarchical meaning; for example, it can grasp from images that cats have
body parts, and not the other way around, and that those body parts are
made up of shapes. Deep learning is used today for everything from better
understanding the molecular interactions inside human cells to improving

computer vision and natural language processing.

Another area in which deep learning has yielded tangible benefits is in improv-
ing energy efficiency. For example, the operation of thousands of servers

that drive any tech company creates a great deal of heat. As a result, cooling
data centers is an enormous challenge and one that, if not managed well, can
quickly become financially and environmentally costly. While Google had
already made enormous efforts to increase its cooling efficiency—from 2011

to 2016, the company tripled how much computing power it got per unit of

energy—machine learning enabled still greater progress.

DeepMind devised an approach that improved cooling efficiency in
Google’s data centers by 40 percent. The company trained neural networks
with historical data from thousands of sensors to understand the complex
interactions between equipment, operational decisions, and environmental
factors such as weather. In so doing, the machine learning approach was
able to identify subtle but substantial ways in which even a company as
advanced as Google could improve."? Google’s graph provides a visual-
ization of how enabling the machine learning approach reduces power
usage (as measured by a Google statistic known as PUE; lower is better).
In a world warming due to climate change and facing still growing energy
demands, this example provides hope that machine learning could help

meet energy needs through increased efficiency.

13 Richard Evans and Jim Gao, ‘DeepMind Al Reduces Google Data Centre Cooling Bill by 40%’, Deep-
Mind, 20 July 2016.
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Progress in Computer Vision

Machine learning enables computers to identify objects in pictures. This
skill can be used to make predictions that exceed human accuracy. As out-
lined earlier, to achieve computer vision, the first layer of a deep learning
program is given the data from individual pixels in an image, and it learns
which characteristics are most important. At the lowest levels of the pro-
cess, the characteristics or features identified are as simple as finding the
edge of an object. The features are progressively passed up to higher layers
in the network, where more complex features are learned. The final layer

then uses these features to identify the objects in the picture.

This capacity for computer vision has a wide range of applications, most
notably in medicine. For example, it is often difficult to develop accurate
prognoses for lung cancer patients. Using several thousand images, how-
ever, a machine learning algorithm was able to examine many detailed and
nuanced characteristics of the cancers. This went beyond size and shape of
cell to include things like spatial relationships between cells and the texture
and shape of cell nuclei. While human experts regularly examine several
hundred characteristics of cancer cells in order to make a prognosis,
machine algorithms were able to examine nearly ten thousand characteris-
tics and determine which were most important. As one investigator noted,
“the computers can assess even tiny differences across thousands of sam-
ples many times more accurately and rapidly than a human.”** The result is

better assessment of patients’ conditions and better understanding of the

14 Yun Liu et al., ‘Detecting Cancer Metastases on Gigapixel Pathology Images’, arXiv preprint arX-
iv:1703.02442 (2017).
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progression of cancer; other examples of deep learning algorithms can aid

pathologists and reduce human errors by 85 percent."”

Improvements in Natural
Language Processing

One common aspiration, imagined in a plethora of science fiction works, is
a computer that can read, listen, understand, translate, and talk. Formally,
this kind of work is known as natural language processing. Machine learn-
ing has enabled significant advances in this area. Google Brain, a machine
learning division of the company that focuses on applications to Google
products, had enormous success in improving the quality of translations
when it deployed a neural network-based approach. In one of its early
deployments, the machine learning algorithm was able to improve Google
Translate’s French BLEU score—a key metric for evaluating translation
quality—by seven points. Previously, improvements of one and two points

were considered impressive.'

More work remains to be done on natural language processing. Andrew
Ng, the founder of Google Brain and the former Chief Scientist at Baidu,
estimates that computers can recognize about 95% of speech in 2017."7
Ng believes that while the rate of mistakes is reasonably low; it is still
significant enough to pose a substantial hurdle in interactions; he thinks
the difference between 95% and 99% accuracy is the difference between
talking to computers sporadically as we do today and seamlessly talking
to computers without thinking anything of it.'® There are many challenges
in this area, such as getting computers to understand ideas rather than
just transcribe or act on them. If those problems are solved, the nature of

human interaction with machines will be very different.

15 Dayong Wang et al., ‘Deep Learning for Identifying Metastatic Breast Cancer’, arXiv preprint arX-
iv:1606.05718 (2016).

16 Gideon Lewis-Kraus, ‘The Great A.l. Awakening’, New York Times, 14 December 2016.

17 Rebecca Merrett, ‘Future of Mobile, 10T Driven by Speech Recognition: Andrew Ng', CIO, 6 May
2015.

18 Andrew Ng, ‘Al: The New Electricity’, YouTube, 11 June 2016.
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The Ever-Increasing Internet of Things

The growth in machine learning intersects with massive growth in other
areas. Perhaps chief among these is the Internet of Things—interconnected
devices of all types, from thermostats to toasters. Machine learning
provides the potential to allow each device to learn its user’s personal
preferences and proactively get better at its task. For example, each
Nest-branded thermostat gathers information about its user’s habits and
temperature preferences, and eventually learns to set the temperature to
optimal levels itself, based on a variety of factors. This can result in gains in

not just comfort, but also energy efficiency.

Toasters and thermostats may, in the scheme of life, be of reasonably low
significance compared to near-future Internet of Things devices. Self-
driving cars, for example, will use machine learning to stay on the road, but
also to customize themselves to their various users or to best predict which
route is fastest. A wide range of companies will employ machine learning
in their equipment, sometimes referred to as the Industrial Internet of
Things. Some of this equipment, such as the software and hardware that
makes up the industrial control networks of critical infrastructure, serves
vitally important societal functions. While there are no doubt enormous
gains in efficiency to come from the convergence of the Internet of Things
and machine learning, there is also no doubt about the stakes. In situations
like these, machine learning algorithms must perform exceptionally well or

risk dangerous consequences.

A Changing Approach to Design

What enables machine learning algorithms to achieve better results on
some problems? It is not a question of machines being “smart” or humans
being “dumb.” Instead, improvements are often driven by machines’ ability
to execute a large number of calculations and better account for enormous
amounts of data. More provocative, perhaps, is the idea that machines

are not wedded to conventional notions. Instead, they will consider (and
sometimes use) approaches that are counterintuitive but superior. Taken

together, the ability to consider many possibilities and the capacity to be
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free of preconceived notions is powerful.” It also results in some solutions
that seem alien in nature, even though they work quite well. For example,
the image below shows how a generative design algorithm—a comput-
er-driven approach to design—devised an unconventional load-bearing

column that uses vastly less material but is equally effective. This capacity

for efficient design holds enormous promise in areas like manufacturing.®

19 For more, see Kristina Shea, Robert Aish, and Marina Gourtovaia, ‘Towards Integrated Perfor-
mance-Driven Generative Design Tools’, Automation in Construction 14, no. 2 (2005).

20 ‘3D Makeover for Hyper-Efficient Metalwork’, Arup, 11 May 2015.
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The Transformational
Effects of Machine Learning
(and Their Challenges)

Andrew Ng, the aforementioned research scientist formerly of Google
Brain and Baidu, provides a useful heuristic for understanding where
machine learning is today: “If a typical person can do a mental task with
less than one second of thought, we can probably automate it using Al
either now or in the near future”! He has called Al “the new electricity,’

in that it at some point will be ubiquitous and will fundamentally reshape
how humans live and societies function.”> While the previous section
showed how machine learning has already made substantial improvements
in a range of areas, this section highlights the ways in which machine
learning, now and especially in the future, will present new opportunities

and challenges in particular areas vital for policymakers.

Before that, however, it is worth reflecting on the limits of machine learning.
These, in some ways, can be counterintuitive: machine learning algorithms
get better at some tasks much faster than they get better at others. This is
often the case even if other types of non-machine learning software perform
differently, even if humans learn both tasks at the same speed, and even if
humans think that both tasks are equally part of “intelligence”” For example,
machine learning algorithms are often much better at recognizing parts of
images than they are recognizing how words relate to concepts. They are
also, as a generalization, much worse at learning when they have less data
on which to rely; large amounts of data often overwhelm humans, but often
have a positive, rather than negative, effect on machine learning algorithms’
performance. Similarly, while humans are very good at quickly transferring
ideas from one context to another, machines sometimes struggle with this.
As we consider how machine learning affects specific disciplines, we have

tried to highlight the tasks in those disciplines in which algorithms are likely

21  Andrew Ng, ‘What Artificial Intelligence Can and Can’t Do Right Now', Harvard Business Review, 9
November 2016.

22 Ng,'Al: The New Electricity"

23 For more on the expected rate of improvement in Al across different tasks, see Katja Grace et al.,
‘When Will Al Exceed Human Performance? Evidence from Al Experts’ ArXiv, 30 May 2017.
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to be very effective and impactful, but it is worth remembering that algo-

rithms will not be universally so.

Future War

Many research scientists and corporations building artificial intelligence
have pledged not to work on projects related to weapons.** Nonetheless,
machine learning is of enormous interest to military planners and strat-
egists. In the United States, it is viewed as central to the so-called “Third
Offset”—the way in which the American military will retain superiority
over other nations (the first two offsets were nuclear weapons and precision
guided munitions). Artificial intelligence, the thinking goes, will enable
the United States to field better weapons, make better decisions in battle,
and unleash better tactics. United States Deputy Secretary of Defense Bob
Work sums it up, saying, “I am starting to believe very, very deeply that it
is also going to change the nature of war”* For example, semi-autonomous
swarms of aircraft might be more capable of carrying out certain objectives
than individual human pilots or might be more survivable in contested air-
space, and would thus give a decisive edge to a nation that had them over a

nation that did not.?®

As ever, the application of machine learning requires data, and sometimes
data that is hard to get. William Roper, the head of the Pentagon’s Strategic
Capabilities Office, highlighted the role of gathering information for
machine learning in times of conflict. He said, “It's wealth and fuel. Your
data keeps working for you. You stockpile the most data that you can and
train that to teach and train autonomous systems.” Roper said that in future
military engagements, “the purpose of the first day or the second day will

not be to go out and destroy enemy aircraft or other systems. It’s to go

24 ‘Autonomous Weapons: An Open Letter from Al & Robotics Researchers’, Future of Life Institute, 28
July 2015.

25 Sydney Freedberg, ‘War without Fear: DepSecDef Work on How Al Changes Conflict, Breaking
Defense, 31 May 2017. Emphasis in the original.

26  Robert O. Work and Shawn Brimley, ‘20yy: Preparing for War in the Robotic Age’, Center for a New
American Security, January 2014. Kareem Ayoub and Kenneth Payne, ‘Strategy in the Age of Artifi-
cial Intelligence’, Journal of Strategic Studies 39, no. 5-6 (2016).
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out, collect data, do data reconnaissance, so that our learning system gets

smarter than [the enemy’s].”*

With the right data, machine learning can change how a nation prepares
for and fights wars. Generative design algorithms, for example, can affect
how nations build and deploy military technologies before battle begins.
Former DARPA Director Arati Prabhakar highlighted ways in which
machine learning can change how militaries fight once conflict starts.
Electronic warfare, which has traditionally been a slow-moving area of
engagement in which each side carefully studies the technology of the
other and then determines how to jam it, is ripe for such a change. “We
want to get to where we respond and react faster than human timescales,”
she said. “The way we do that is by, first of all, scouring the [electromag-
netic] spectrum in real time and, secondly, applying some of the most
amazing frontiers of artificial intelligence and machine learning, tech-
niques like reinforcement learning. [Then we] use those to build systems,
onboard systems, that can learn what the adversary is doing in the electro-
magnetic spectrum, start making predictions about what they’re going to
do next, and then adapt the onboard jammer to be where the adversary’s

»)28

going before they get there.

Machine learning in a warfighting context raises some potentially serious
and unique issues. These are in addition to the general challenges related
to machine learning discussed below. The role machines might have in
deciding to carry out a lethal strike is of foremost concern. The Obama
Administration urged caution when it came to developing and deploying
autonomous lethal weapons.” However, it is not difficult to imagine how
requiring human involvement in some parts of conflict could slow down
decision-making in a way that is unacceptable to some military planners:
for example, when it comes to countering cyber attacks that occur very
rapidly, or if an adversary is employing machine learning-based warfight-

ing technologies of their own. Unsurprisingly, a great number of military

27 Patrick Tucker, ‘The Next Big War Will Turn on Al, Says US Secret-Weapons Czar’, Defense One, 28
March 2017.

28 Sydney Freedberg, ‘Faster Than Thought: DARPA, Artificial Intelligence, & the Third Offset Strategy’
Breaking Defense, 11 February 2016.

29 ‘Preparing for the Future of Artificial Intelligence’ Executive Office of the President: The White
House, 2016.
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and cybersecurity strategists advocate for more automation.*® Perhaps
machines will also some day be both faster and better than humans at
certain decisions—in a lot of areas, such as some forms of anti-aircraft
defense, this threshold has already been crossed. While we appreciate the
value such automation offers to governments, we stress the vital impor-
tance of considering the ethics and impacts first. This sort of analysis is
impossible without a firm understanding of what exactly machine learning

entails and what its limitations are.

Healthcare

The healthcare industry makes up almost a fifth of the American economy
and is home to a great deal of machine learning-driven innovation. This is
a trend that will grow, with improvements coming in prediction, computer

vision (as discussed above), personalized medicine, and drug discovery.

Broadly speaking, the American healthcare system is in the midst of a
transformation from fee-for-service medicine, where providers are paid for
each additional treatment, to value-based care, where providers are paid
for keeping patients healthy.’" The result is an environment where doctors
and hospitals are now incentivized to advance overall patient health; it is
cheaper to keep patients healthy proactively than to admit them for expen-
sive hospital care