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Executive summary

Australia faces a threat of foreign interference, greater than at any prior point in its history—even during the Cold War. This paper explores one component of this development: the threat of cyber-enabled interference operations. These operations—which this paper dubs CEI-OPS (pronounced key-ops)—are clandestine or deceptive in nature, and exploit digital technologies to undermine democratic, social, and market institutions. CEI-OPS are used by foreign powers to advance their national interest or foreign policy at the expense of Australia’s sovereignty, and the inherent right of Australian citizens to choose their own future.

This paper addresses the question: how should Australia respond to the rising threat of CEI-OPS? While its focus is Australia, its findings and recommendations are intended to be relevant to a global audience. Australia has already been something of a ‘canary in the coal mine’ in putting the issue of foreign interference on the global agenda. Its geostrategic position—as a democracy in the middle of the increasingly volatile Indo-Pacific region—is likely to ensure it remains on the leading edge of the CEI-OPS threat.

Part 1 defines CEI-OPS, and distinguishes them from related activities like cyber operations, and military information operations. It also makes the normative case for why CEI-OPS are illegitimate.

Part 2 then provides a survey of the global threat landscape. It examines the technology and commercial trends that are likely to make CEI-OPS even more frequent and potent in the future. It explains why democracies are uniquely vulnerable to CEI-OPS, and why revisionist powers are increasingly willing and able to use “grey zone” capabilities like CEI-OPS. Part 2 then combines these insights to build out a taxonomy of the CEI-OPS tactics available to adversaries.
Part 3 homes in on two specific threat actors: Russia and China. It is only possible to respond to a threat by understanding the motivations and capabilities of potential adversaries. Part 3 concludes that China is most likely to use CEI-OPS against Australia to protect China’s vital national interests—and in particular to protect the power and legitimacy of the Chinese Communist Party (CCP). There is also a risk that China could engage in CEI-OPS to reshape regional norms in its favor. China’s existing cyber warfare and domestic propaganda capabilities provide it with the means to conduct CEI-OPS, and there is evidence that it is beginning to do so.

Part 4 then examines how Australia has so far responded to the CEI-OPS threat. It concludes that the response is not well-calibrated to the threat as defined in Part 1, and lacks an overarching, coherent strategy. Australia’s response is also not responsive to the full breadth of CEI-OPS tactics, or to the motivations and capabilities of CEI-OPS adversaries explored in Parts 2 and 3. In particular, the response fails to address the fact that CEI-OPS affect society as a whole and are just as much a threat to individual rights, as they are to national security. If it continues to treat CEI-OPS as mostly either a counter-espionage, or technical cyber matter, Australia will be unable to sufficiently address the threat.

Part 5 recommends a framework for a better response. The overarching thread running through this Part is that a “whole-of-society” response is required to meet what is a whole-of-society threat. The unprecedented CEI-OPS threat demands that all elements of state power be brought to bear on the problem and—crucially—that civic power be mobilized. The foundation to coordinating Australia’s response will be the development of a National Counter Cyber-Enabled Interference Strategy. The paper concludes with 15 recommendations grouped under four pillars to inform this Strategy.

1. **Understand the threat.** Raising awareness of the CEI-OPS threat is a prerequisite for all other elements of the response but must be done without inciting fear about government censorship or racial prejudice. The Government should:

   - develop a CEI-OPS lexicon;
• educate the public about the nature of the threat;
• educate politicians about the nature of the threat;
• increase intelligence-sharing about CEI-OPS threats; and
• focus public discussion on Australia’s vulnerabilities not on specific adversaries.

2. **Deter adversaries.** To reduce the incidence of CEI-OPS, Australia needs a deterrence strategy that alters the decision-making calculus of potential adversaries. The Government should:

• pursue retaliatory counter-measures (but never engage in CEI-OPS);
• respond to covert influence with overt counter-measures;
• use cyber operations to disrupt and degrade CEI-OPS; and
• support norms to constrain cyber attacks that may be precursors to CEI-OPS.

3. **Protect the public square.** To make CEI-OPS tactics less effective, Australia must reduce its attack surface. The Government should:

• identify “critical public square infrastructure” and develop best practices for its protection;
• develop a CEI-OPS “early warning” system; and
• regulate social media companies to make their platforms less susceptible to CEI-OPS.

4. **Prepare the public for CEI-OPS.** Even if CEI-OPS are used against Australia, by building resilience, it can inoculate itself from their effect. The Government should:

• ensure national media remains well-funded and independent;
• consider creating a “special media forces”; and
• introduce certification standards for audio-visual records.
Introduction

This paper addresses the question: how can Australia protect our public square from foreign interference in the digital age? More precisely, how can we protect the public square without undermining the very political principle—a free and open exchange of ideas—on which democracy rests?

Digital technologies have provided hostile actors with unprecedented tools and opportunity to undermine Australia’s democratic, social, and market institutions. The cornerstone of all of these institutions is the public square. This is the place where ideas are put forward, debated, and where the best ones—economic, political, and cultural—triumph. It is how citizens inform themselves about policy, and who to trust to run the country.

However, Australia must prepare for its public square to come under unprecedented assault in coming years. The public square in the 21st century has several features, not present in previous eras, which make it particularly vulnerable: it is (i) digital; (ii) democratic; and (iii) central.

Public discourse today is overwhelmingly digital. Digital technologies make speech cheaper, and capable of spreading at a pace and scale previously unimaginable. Geography no longer limits participation. Australia’s public square is a mouse click away for most citizens, but also from Beijing, Moscow, and Tehran.

The public square itself is increasingly democratic. Eighty-eight percent of Australians are active internet users.¹ Most citizens regularly access Wikipedia, blogs, and social media, and can engage in online debate on just about any subject. Public discourse is no longer the purview of an educated “elite.” In the internet era, anyone can start a social revolution, go “viral,” or otherwise enter the contest of ideas.

The public square is playing an increasingly central role in democracies’ decisions. Political parties and governments, including in Australia, routinely use opinion polls and plebiscites to inform policy, while the 24/7

news cycle forces politicians and public servants to be hyper-responsive to public opinion. It is likely that this trend may deepen: think tanks, political parties, and technologists are increasingly championing the idea of “participative democracy,” whereby citizens, not their representatives, determine policy.\(^2\)

These three trends are coupled with a disturbing geopolitical reality. States—particularly those with authoritarian forms of government—are aggressively acquiring cyber capabilities and honing their abilities to acquire and shape information. They see control over information flows and manipulation of foreign opinion as vital tools of state power.

A tipping point in our awareness of how digital technologies have revolutionized foreign interference occurred in 2016. Russia’s cyber-enabled interference in the American presidential election catapulted the vulnerabilities of the public square to the front-page of newspapers and the front-of-mind of national security practitioners the world over. The world’s most powerful state was unable to prevent a foreign power from spreading disinformation to tens of millions of its citizens, manipulating public and media narratives, and exacerbating partisan fault-lines. Russia turned the United States’ democratic political system, open public square, and technological superiority against itself, with deep—and as of yet, unquantified—impact. Russia’s actions in 2016 are still, as of time of writing in June 2018, fueling political in-fighting, government dysfunction, and public uncertainty in the United States. This is a stark warning sign for Australia.

1. The threat

“The Government is concerned about growing attempts by foreign
governments or their proxies to exert inappropriate influence on and
to undermine Australia’s sovereign institutions and decision-making.
Such attempts at foreign interference are part of a wider global trend
that has affected other democracies.”

— Australian Foreign Policy White Paper 2017

Democracies today face an unprecedented threat of foreign interference.
This has been publicly recognized by governments in the United States and in Australia. Australia’s domestic security agency, the Australian
Security and Intelligence Organisation (ASIO) assesses that the scale
and complexity of foreign interference activity outstrips even that experienced during the Cold War. Both the United States and Australia have announced their intention to deter, or otherwise reduce, foreign interference in their domestic affairs. New laws, as well as changes to regulations, bureaucratic organization, and military doctrine are underway. However, to date, Australia’s response has been slow, and fragmented. We are in good company. The United States’ 2017 National Security Strategy lamented that “efforts to counter the exploitation of information by rivals have been tepid and fragmented” and hampered by a lack of “sustained focus” and “properly trained professionals.”

Concern about foreign interference is new to Australia’s post-Cold War national security agenda. ASIO first publicly aired concerns about the rise

of foreign interference in 2014. From 2007 ASIO had been reporting a gradual rise in foreign espionage and interference activity, and reprioritization of its capability and resourcing towards this threat, in its annual reports. The 2014-15 reporting year seemed to be a turning point: ASIO warned of a rise in scale and sophistication of hostile cyber activity against government and civilian systems. Regardless, its priority focus—and public and political attention—remained on counter-terrorism efforts. Moreover, both public and government discussions about foreign interference tended to focus on use of cyber tools for espionage, or disruption of service, as well as more ‘traditional’ activities, such as coercion, intimidation, or bribery of specific targets, and insider threats.

Concern about foreign manipulation of public opinion is a more recent addition to the national security agenda. This concern has been elevated by twin catalysts. First, there was significant attention by the Australian media throughout 2017 on allegations that China has interfered in Australian politics, media organizations, and certain segments of the Australian population. Second, Russia’s interference in the 2016 US presidential election drew attention to the risk that adversaries might engage in cyber-enabled interference, and that elections are an attractive target. The October 2017 Australian International Cyber Strategy, for example, referred to the risk of “cyber-enabled influence operations during elections.”

However, Australia needs to widen its conversation about cyber-enabled foreign interference. While cyber-enabled interference operations timed

---


to coincide with national elections are particularly egregious, democratic
decision-making processes, the integrity of our institutions, our economic
competitiveness, and social cohesion can be subverted at any time in the
political cycle. It was perhaps this broader scope of foreign cyber-enabled
interference that Australia’s inaugural Homeland Affairs Secretary was
thinking about, when he referred in an October 2017 speech to the risk
that foreign-sponsored “fake news” and “information subversion” could
harm community cohesion, or fracture public discourse.13 There are, how-
ever, few other instances when public officials have spoken about this risk,
or how they think Australia might address it.

---

13 Michael Koziol, “‘Home Is Not What It Used to Be’: Michael Pezzullo Justifies New Security Su-
com.au/politics/federal/home-is-not-what-it-used-to-be-michael-pezzullo-justifies-new-security-
1.1 Strategy and objectives of CEI-OPS

This paper addresses a specific sub-set of foreign interference activity—which I define as cyber-enabled interference operations (or CEI-OPS, pronounced key-ops). For the purposes of this paper, CEI-OPS are a sequence of clandestine or deceptive tactical actions that use digital technologies, and share a common purpose of changing, shaping, or constraining the actions of decision-makers. Figure 1A defines each of these three purposes, and provides examples. For reasons explained in Part 2, CEI-OPS are largely used by states with centralized, authoritarian governments, against adversaries which are free market democracies. While many actors—both state and non-state—can make use of the tactics of CEI-OPS, this paper addresses use of CEI-OPS by states only.

<table>
<thead>
<tr>
<th>Objective</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Change.</strong> An operation that causes a state to change its policy to align with the political interests of the adversary.</td>
<td>Actor A influences large segments of the voting population in Actor B to believe that A is no longer their adversary, resulting in an official change to Actor B’s foreign policy.</td>
</tr>
<tr>
<td><strong>Shape.</strong> An operation that changes public perception, or shapes public narrative in a way that makes it more likely that decisions will be made in the adversary’s interest.</td>
<td>Actor A influences segments of the under-18 population to believe that a version of history, favorable to Actor A’s interests, is true, making these groups more receptive to Actor A’s future advocacy efforts.</td>
</tr>
<tr>
<td><strong>Constrain.</strong> An operation that does not intend to create any specific change in the target’s policy, but causes confusion or delay in decision-making.</td>
<td>Actor A influences specific target groups in Actor B to believe that democracy is futile, or that the target state’s institutions have no democratic legitimacy, which destabilizes Actor B’s government.</td>
</tr>
</tbody>
</table>

CEI-OPS target public opinion (either of society-at-large, or particular groups such as minorities, key influencers, or political elites). This is because decisions in a free market, liberal democracy like Australia are informed by, and in some cases, directly reflect, public opinion. By influencing the public square, an

---

14 This definition builds off the definition of an “operation” in Australian and US military doctrine, discussion of “foreign interference” in the 2017 Australian Foreign Policy White Paper, and the definition of “foreign interference” in section 4 of the Australian Security Intelligence Organisation Act 1979 (Commonwealth).
adversary can influence the full spectrum of activities within a state: political decisions; social and cultural forces; and economic activity. Much has been written about the threat of CEI-OPS during elections.\textsuperscript{15} However, CEI-OPS can be used to manipulate the public square at any point in the political lifecycle. A robust public square does not just allow citizens to inform themselves so that they can cast a rational vote in public elections. It is also fundamental to maintaining the rule of law—since public figures and officials can be held to account via public scrutiny and judgment. The public square also facilitates progress via debate and refinement of social and economic ideas.

In support of their overall strategic objective—that is, in order to successfully change, shape, or constrain their target’s decision-making—adversaries using CEI-OPS will have at least one or more operational objectives. These objectives might be to:

- build, or undermine public support for certain values, causes, or people;\textsuperscript{16}
- cause, or exacerbate domestic infighting and social disharmony;\textsuperscript{17}
- generate mistrust in the target state’s institutions, or in certain facts;
- damage the target’s international reputation, or diplomatic or trade relations;\textsuperscript{18}
- manipulate source documents or datasets from which history will be written, or policy made;\textsuperscript{19}
- conceal information relevant to political or economic decisions that affect the adversary’s interests.


\textsuperscript{17} “National Security Strategy of the United States of America,” 3 (“Rival actors spread false information to create divisions among ourselves, our allies, and our partners.”).


In carrying out these operational objectives, CEI-OPS rely on digital systems and platforms, like the internet and social media. This enables the adversary to reach a mass audience with speed, scale and effect not possible with “analog” forms of interference, such as clandestine funding of political groups, or co-opting print media. CEI-OPS occur in what is referred to in military doctrine as the “information environment.” This consists of three dimensions, as shown in Figure 1B. CEI-OPS target the third dimension—the cognitive dimension—or what Stanford Professor Herb Lin calls a state’s “brain-space” (as distinct from cyberspace or physical space). An adversary can of course seek to interfere in national decisions by bribing, blackmailing, or even assassinating officials, without needing to change the target’s actual opinions. CEI-OPS cuts out the friction between the adversary’s intent and the target’s decision, by causing targets to change their very beliefs, not just behaviors.

Figure 1B. Three dimensions of the information environment

1.2 The need for a new term, ‘CEI-OPS’

This paper is proposing a new term—CEI-OPS—because the terms currently used in policy and academic discussion about cyber-enabled interference are inconsistent and overly broad. Terms including information warfare; cyber warfare; information attacks; information operations; and psychological operations are interchangeably used to include activity I would label as CEI-OPS. This impedes development of responses which are appropriate and adapted to the specific CEI-OPS threat. None of these terms make the cyber-enabled nature of CEI-OPS explicit, while some extend to acts which are overt, and legitimate. Herb Lin and Jackie Kerr, pioneering researchers in this area use the umbrella term “cyber-enabled information/influence warfare and manipulation” to include the actions I call CEI-OPS. However, their concept includes a much broader array of activities—including overt acts, and actions targeted towards any of the three dimensions of the information environment. While these types of actions can be used in conjunction with CEI-OPS by a hostile actor, the CEI-OPS threat is sufficiently serious, and unique, to warrant its own category. Additionally, using the word ‘interference,’ rather than ‘influence,’ better captures the problem with CEI-OPS. All states agree that foreign interference is internationally wrongful (even if they do not agree on the definition of “interference”). Finally, the term CEI-OPS avoids the word ‘warfare,’ which implies equivalence to kinetic actions, and can therefore encourage inaction if applied to activities like CEI-OPS which are non-violent.

---

20 See, for example, Susan Landau, “Cybersecurity: Time for a New Definition,” Lawfare, January 12, 2018, https://www.lawfareblog.com/cybersecurity-time-new-definition; Jen Weedon, William Nu- land, and Alex Stamos, “Information Operations and Facebook” (Facebook Security, April 27, 2017), 5, https://newsroom.fb.com/InfoOps (Information operations are “Actions taken by governments or organized non-state actors to distort domestic or foreign political sentiment, most frequently to achieve a strategic and/or geopolitical outcome.”).


CEI-OPS are distinct from cyber operations

It is worth distinguishing cyber-enabled interference operations from cyber operations. There are four main differences: (i) target; (ii) objective; (iii) means; and (iv) quantifiability.

**Target.** Cyber operations exploit vulnerabilities in technology, whereas cyber-enabled information operations use technology to exploit people. Cyber operations target code, largely to achieve “real world” effects—like stealing data, disrupting machines, or destroying infrastructure. By contrast, CEI-OPS target something more inchoate: people’s beliefs, and perceptions. In other words, CEI-OPS target the cognitive dimension of the information environment (see Figure 1B, above). They might exploit vulnerabilities in any of the three dimensions as means to this end, however it is in the cognitive dimension that their effects are achieved. By contrast, cyber operations primarily target the availability, integrity or confidentiality of systems and data within the informational dimension. Cyber operations can also target the physical dimension—consider, for example, North Korea’s use of a cyber attack to destroy up to 75% of the servers of Sony Pictures Entertainment.  

**Objective.** Cyber operations also tend to have a specific, limited objective. For example: theft of data from a particular network; disruption of a particular service; or destruction of a particular object. However, CEI-OPS can be continually deployed against an adversary, in order to progressively shape the adversary’s information environment over time.

**Means.** The means used by cyber operations and CEI-OPS overlap but differ in important ways. Cyber operations exploit a technological vulnerability or error in code to compromise the integrity, availability, or

---


confidentiality of a system, or its data. CEI-OPS have a greater range of available means. As Figure 1C summarizes, they can use cyber attacks to achieve their operational objectives, but just as powerfully can also use technology in full compliance with what its code allows. That is, CEI-OPS can ‘game’ systems, rather than hacking them. While this may seem like an arcane distinction, it is important to devising responses which reduce the means, and opportunities, available to adversaries to conduct CEI-OPS.

Quantifiability. The nature and quantum of damage from CEI-OPS is very difficult to quantify—even more so than for cyber operations. For example, imagine that before an election, a voter registration roll is hacked, and entries altered, as part of a cyber operation. Through forensic analysis, cybersecurity experts will likely be able to determine which records were affected. Even if this is not possible, the damage will be bounded to the network that was penetrated. However, a CEI-OPS campaign which distributed false election-related ‘memes’ on social media is much harder to quantify. There is no way to measure the effects of words and images on people’s brains.25 Moreover, the number and identity of people affected is difficult to map.26 Finally, CEI-OPS are often pursued with the long-game in mind. As ASIO notes in its 2017 report, foreign interference “is an insidious threat—activities that may appear relatively harmless today can have significant future consequences.”27

25 Informed by author’s conversation with Professor Herb Lin on 19 December 2017.
Figure 1C. Three ways CEI-OPS may exploit digital technologies

<table>
<thead>
<tr>
<th>Method</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cyber attack.</strong></td>
<td>Actor X hacks into a politician’s email account, and steals embarrassing, but private, correspondence, which they then leak online.</td>
</tr>
<tr>
<td><strong>Misuse of digital technology.</strong></td>
<td>Actor X creates a fake Facebook account that purports to belong to a politician. There is no cyber attack—Facebook is designed to allow people to create profiles. However, X has violated Facebook’s use policy, which bans impersonation.</td>
</tr>
<tr>
<td><strong>Gaming of digital technology.</strong></td>
<td>Actor X uses a network of Twitter ‘bots’ (automated accounts) to retweet a certain message. There is no cyber attack—Twitter is set up to allow users to retweet whatever they please. Additionally, Twitter’s use policy does not does not ban the use of bots.</td>
</tr>
</tbody>
</table>

CEI-OPS are distinct from military information operations

A distinction must also be drawn between CEI-OPS and “information operations” (IO). Australian (and US) military doctrine permits IO to be used during authorized military operations, in concert with other lines of operation. IO is a term that includes a very broad array of activities—including information assurance to safeguard Australia’s own decision-making capacity, military deception to deliberately mislead adversary decision-makers, or disrupting an adversary’s access to the physical or informational dimensions of the information environment. IO can also include psychological operations (PSYOPS), which target the cognitive domain of a foreign target audience. However, unlike CEI-OPS, PSYOPS will not always be covert. For example, Australia and the United States used PSYOPS to “win hearts and minds” of local populations in Afghanistan and Iraq, including by providing

---

28 Note that “military operations” is not synonymous with wartime activities. There is a full range of military operations, extending from defense support of civil authorities through to large-scale combat operations.


aid to potentially hostile villages, and by dropping leaflets and broadcasting radio messages urging civilians to stay away from fighting.31 Australia has also used cyber-enabled IO to counter ISIS propaganda and recruitment in the Philippines,32 Iraq and Syria.33 Again, however, this use of cyber tactics is clearly connected to an extant military operation, authorized under Australian domestic law and otherwise conducted in accordance with the laws of war.

1.3 **CEI-OPS are illegitimate**

It may seem intuitive that CEI-OPS are illegitimate, however it is worth identifying the implicit reasoning behind this assumption. This will help clarify why, and how, a democracy like Australia should counter CEI-OPS. CEI-OPS are illegitimate—at least from a normative perspective—and thus distinguishable from public diplomacy, information operations during wartime, or even espionage in peacetime. This is because CEI-OPS violate: (i) the universal right to self-determination; (ii) state sovereignty; and (iii) principles of necessity and distinction.

*Universal rights.* CEI-OPS violate the right of all peoples to self-determination—which is a foundational principle of international law, enshrined in Article 1 of the United Nations Charter.34 Under the principle, the Australian people have an ongoing right to decide their system of government and future destiny, including the policies of law, culture, and economics by which they are governed.35 CEI-OPS are inherently manipulative; and in this sense deprive people of autonomy to make these choices, and to self-determine.36

---


36 A similar argument has been advanced by Jens David Ohlin, “Did Russian Cyber Interference in the 2016 Election Violate International Law,” Tex. L. Rev. 95 (2017): 1579.
They are manipulative because they are undertaken covertly, to obscure the involvement of foreign governments, and aim to make people change their beliefs or perceptions in ways inconsistent with their baseline beliefs or perceptions.37 This distinguishes CEI-OPS from legitimate, overt tools of influence, such as public diplomacy and private advocacy.38 It is also why there is no moral equivalency between CEI-OPS and state-funded media—like Voice of America or China’s Global Television Network, which are transparent about who they are acting on behalf of.39 There is also no moral equivalency between CEI-OPS and democracy promotion programs, or even covert activities that support opposition groups inside authoritarian regimes. These lines of effort advance the right of self-determination, by promoting a system in which citizens will be free to make their own choices.40

*Interference with a state’s sovereign choices.* There is a longstanding principle of international law that states should not intervene in the domestic affairs of other states. The International Court of Justice (ICJ) has opined that a state has the sovereign prerogative to choose its own political, economic, social, and cultural system, and to formulate its own foreign policy.41 From a legal perspective, it is unlikely that anything but the most egregious instances of CEI-OPS could constitute an unlawful “intervention,” as

---


39 Mattis, “What We Talk About When We Talk About Chinese Communist Party Interference in the Public Square.”

40 It is sometimes argued that democracies do not have ‘clean hands’ when it comes to covert influence, and therefore should be circumspect about asserting that CEI-OPS are illegitimate. Particularly during the Cold War, the United States did use covert action to destabilize democratic regimes. However, evidence of historical illegitimate conduct is no justification for states today to act illegitimately. (For examples of US covert interference, see Ishaan Tharoor, “The Long History of the U.S. Interfering with Elections Elsewhere,” Washington Post, October 13, 2016.)

41 Case Concerning Military and Paramilitary Activities In and Against Nicaragua (Nicaragua v. United States of America), 1986 ICJ Reports 14 (International Court of Justice 1986), ¶205.
defined by the ICJ. However, even if they do not meet the legal threshold for interference, CEI-OPS subvert a state’s ability to make its own decisions, and in this sense are illegitimate from a normative perspective.

Lack of necessity and distinction. Unlike most other hostile activities, CEI-OPS are not limited to specific targets. This should be contrasted with actions that the Australian military takes within the information environment, which as discussed above are always in support of defined military objectives. Australia’s partner militaries have conducted covert cyber operations not connected to any extant military conflict, such as the allegedly Israeli / US Stuxnet malware used to disrupt Iran’s nuclear program. However, even Stuxnet was very limited in objective (it targeted Iran’s Natanz nuclear facility) and impact (the code contained a ‘self-destruct’ timer) and damaged what would in wartime be considered a legitimate target (a nuclear enrichment plant is ‘dual-use’ infrastructure that could serve civilian or military purposes). Stuxnet’s code appeared to have been “governed by a team of Washington lawyers,” with the laws of war in mind. CEI-OPS exhibit none of this restraint: they deliberately target citizens, and civilian institutions, and their impact is not limited, but inchoate and unquantifiable.

42 The most frequently cited case on the non-intervention principle is the 1986 judgment in Nicaragua v United States 1986 ICJ Reports 14. There, the ICJ opined that for an intervention to be illegal, it must be accompanied by an element of “coercion.” Some legal scholars have interpreted this element to mean that the intervention would need to involve a threat of an unlawful act, should the target state not behave in a particular way. CEI-OPS are not coercive in this sense; they merely seek to influence or persuade. Other scholars, most notably the authors of the Tallinn Manual, are of the view that in order to be coercive, an act need only “have the potential for compelling the target state to engage in an action that it would otherwise not take (or refrain from taking an action that it would otherwise take).” Even if this lower standard ultimately prevails, there would be significant evidentiary issues to overcome. Given the impact of CEI-OPS is inherently unquantifiable, and the near impossibility of establishing counterfactuals (i.e. what the target state would have done, absent the interference) proving that an operation succeeded in making the target state change its behavior seems a near-impossible task. See Jens David Ohlin, “Did Russian Cyber Interference in the 2016 Election Violate International Law,” Tex. L. Rev. 95 (2017): 1589; Michael N. Schmitt, Tallinn Manual 2.0 on the International Law Applicable to Cyber Operations, 2nd ed. (Cambridge: Cambridge University Press, 2017), 319.


2. The threat landscape

“We increasingly live in a digital 'glass house' that must be much better protected.”

—Eric Rosenbach, former US Department of Defense “Cyber Czar”

As technology advances and the public square becomes more digitally connected, the risk of CEI-OPS grows. Additionally, democracies’ open and transparent information environments make them uniquely vulnerable to CEI-OPS. At the same time, authoritarian states are increasingly able and willing to use CEI-OPS since they provide a powerful asymmetric capability.

2.1 Technology is making CEI-OPS easier

Propaganda has been used as a tool of political influence for centuries, to shape public perception at home, and weaken enemy morale. Technological developments, including mass media and the capacity to deliver airborne leaflets, saw states deploy ‘mass propaganda’ during the 20th century’s two world wars. During the Cold War, influence became increasingly covert, and psychological operations directed towards civilian targets became increasingly popular. Both the United States and the Soviet Union used clandestine support for subversives and insurgents, and other types of covert psychological operations, to influence public opinion and political outcomes. The Cold War was, after all, as much a contest of ideologies as it was of world powers. The possibility for covert influence tactics to be coupled with exploitation of cyber technologies was flagged as early as 1995. In a landmark paper, Cyberwar and Netwar, two RAND Corporation analysts identified the prospect for a new “grand strategy level” conflict between states based on information. Netwar would “disrupt or damage”

---


what a target “knows or thinks it knows about itself and the world around it” by influencing public opinion. It would use a combination of:

- diplomacy, propaganda and psychological campaigns, political and cultural subversion, deception of or interference with local media, infiltration of computer networks and databases, and efforts to promote dissident or opposition movements across computer networks.

CEI-OPS is a subset of what RAND Corporation imagined “netwar” would be—a new, technology-enabled manifestation of an ancient form of state competition.

**CEI-OPS are helped by the design principles of computing and the internet**

Figure 2A sets out seven technological forces which enable CEI-OPS. These seven forces stem from the design principles of computing and the internet—that is, how the technology is, rather than how it is used by people. How the internet is used today, for example by major internet companies, can also enable or constrain CEI-OPS. However, unlike the very design principles of technology, these patterns of use are less likely to persist into the future and are more susceptible of regulatory intervention. Think of it this way: it is easier to use regulation to influence the business model of a company (even if it is Facebook, or Google) than it is to re-design the internet from first principles. This distinction will become relevant when formulating a response to CEI-OPS. The forces outlined in Figure 2A are not mutually exclusive. It is in fact the interaction between them all that creates such a ripe environment for CEI-OPS.

---

<table>
<thead>
<tr>
<th>1</th>
<th><strong>Information abundance</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>People, businesses and governments continue to migrate operations to the digital sphere. This increased connectivity leaves an indelible trail of ‘digital breadcrumbs,’ that it is more expensive to delete than to store indefinitely. Adversaries now have access to information that previously never would have existed in recorded form. They can access vast troves of information about target audiences to better target their campaigns.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2</th>
<th><strong>Cyber insecurity</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>No computer is perfectly secure, and insecurity is exacerbated by complexity. As work and life become more digitized, networks become more complex, and harder to secure. Additionally, as technologist Bruce Schneier has explained, cyber attack is generally easier than defense, since adversaries can choose the time and method of attack, whereas defenders must secure an ever-expanding attack surface against every type of attack. This means that adversaries are not limited to using public domain information; they can use cyber attacks to access sensitive and confidential information that results from the information abundance described above.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3</th>
<th><strong>Decentralization</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>The internet is a distributed, disintermediated network. The ability to broadcast is therefore also no longer limited to those with control of centralized, expensive broadcasting infrastructure (such as a state). The barriers to produce and consume information—including CEI-OPS material—are low, and influence is limited only “by one’s ability to garner and distribute attention.” Information can also spread peer-to-peer; it does not need to pass through a gatekeeper who will assure its veracity. These properties make CEI-OPS cheap, and hard to obstruct.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4</th>
<th><strong>Network effects</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>The distributed nature of the internet lends itself to ‘network effects,’ whereby people engage in activity that maximizes the number of links they have to others. They congregate on social media platforms and in other online communities. These communities then act as ‘watering holes’ for adversaries seeking to distribute CEI-OPS material quickly, and widely.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>5</th>
<th><strong>Identity non-verification</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>The internet protocols that are baked into the architecture of the internet do not require users to authenticate who or where they are before they access or transmit data. Therefore, users of the internet cannot always verify the identity of who they are interacting with. While cybersecurity experts have become good at attributing online activity, this attribution usually occurs ex post facto, or by nation-states with sophisticated espionage capabilities. Given the speed at which content on the internet moves, CEI-OPS material could have already achieved its intended effect among users before an expert is able to expose it.</td>
<td></td>
</tr>
</tbody>
</table>
### Autonomous algorithms

Autonomous algorithms exacerbate the problems of identity non-verification. These algorithms can be used to create ‘bots,’ programs which impersonate human users, and can deliver CEI-OPS messages rapidly and at unprecedented scale. Bots are cheap to program and run, and enable a single adversary to have outsized influence in the public domain. In effect, they provide adversaries with a virtual ‘rent-a-crowd.’

### Artificial intelligence

Advances in artificial intelligence (AI) over the next five years are likely to exacerbate the problems caused by cyber insecurity and autonomous algorithms. First, machine learning (a subset of AI) enables adversaries to find trends and insights in the information-abundant online environment. They can use these insights to tailor messages to particular groups or even individuals to maximize the effectiveness of CEI-OPS campaigns. Second, with AI-enabled advances in natural language processing, machines will become able to themselves create messages specifically targeted at those most susceptible to them. Adversaries will thus be able to take humans out of the loop, to produce even more cost effective, large-scale CEI-OPS campaigns. Third, AI is making forgeries of video and image content increasingly realistic and cheap.

---


The business models of the powerful commercial entities that mediate much of the activity on the internet also enable CEI-OPS. Platforms like Twitter, Facebook, and YouTube follow a business model that: (i) derives profit from paid advertisements; and (ii) uses algorithms to maximize user attention, and thus profit. Their algorithms are optimized for engagement. That is, they are programmed to serve the content they predict will grab each user’s attention most. 

Researchers have found that these algorithms prioritize and promote controversial information, a property that can be exploited in CEI-OPS campaigns. Algorithms that are optimized for engagement also produce social media “filter bubbles” and “echo chambers,” which may exacerbate partisan divides, since users are only served with content that confirms their pre-existing views. This feature can be exploited to maximize the effect of a CEI-OPS campaign. However, the way in which internet platforms choose to configure their algorithms are business decisions, and therefore may change in time. First, business strategy may change in response to public pressure, commercial forces, or government intervention. Second, there is nothing inevitable about today’s most dominant platforms maintaining their prominence in the public square. Today’s Facebook could be tomorrow’s MySpace (the world’s most popular social network until 2008, which had all but disappeared by 2011). Indeed, Facebook’s membership, and influence, may already have peaked.

The distinction between core features of technology, which underpin the forces in Figure 2A, and how businesses today choose to utilize those features is important when it comes to projecting which tools and tactics will be available to adversaries to conduct future CEI-OPS campaigns.

---


2.2 **Democracies are uniquely vulnerable to CEI-OPS**

CEI-OPS turn the characteristics of democracy against itself. Three characteristics of a democracy’s information environment render it significantly more vulnerable to CEI-OPS than an authoritarian state: (i) openness; (ii) rule-of-law decision-making; and (iii) pluralism.

**Openness.** Democracies are premised on the idea that information should be decentralized; information is primarily a tool for citizens to keep the government in check, rather than a tool for the state to control citizens. As a result, barriers to enter the digital public square in democracies are low. By contrast, authoritarian states tend to see information as a tool of the state and have long used censorship and propaganda to influence the discourse and beliefs of their own citizens. Democracies also guarantee to some extent—by law or political convention—free speech by citizens, and the operation of a free media. These protections, however, provide foreign actors with almost unfettered access to the modern democracy’s public square. In the digital age, where communication is no longer geographically-constrained, authoritarian states are now able to incorporate tools they have long used domestically into their foreign policy.

**Rule of law decision-making.** Democracies are premised on the belief that making determinations between what is ‘good’ and ‘bad’ speech or determining what is ‘truth’ is not the role of the state, but rather should be adjudicated in the public square. At most, democracies will have some rules which proscribe extreme speech acts (like incitement to violence). However, CEI-OPS operate in the ‘space between’ lawful and unlawful activity. Therefore, unlike authoritarian states, democracies have few mechanisms to (a) identify; and (b) censor foreign interference material once it has entered the public square. Even if some laws existed which empowered the government to regulate foreign interference material, a democratic bureaucracy is ill-equipped to make a call about which content is impermissible. For example, a narrative promoted as part of a CEI-OPS campaign might not even have a foreign source or be untruthful. The narrative’s falsity might come from the fact it is being “up-voted,” despite being only a fringe view. By contrast, an authoritarian government can make
one-off decisions based on arbitrary factors to more nimbly suppress CEI-OPS content.

*Pluralism.* The multi-party system within a democracy inevitably leads to political disagreements, polarization, and partisanship. CEI-OPS can amplify or otherwise exploit the divisions that naturally and inevitably surface in the public square, to achieve their operational objectives. The 24/7 news cycle also forces democratic politicians and public servants to be hyper-responsive to public opinion; a factor that increases the impact a CEI-OPS campaign can have. By contrast, decision-makers in authoritarian governments are less influenced by public opinion. Finally, a multi-party system can complicate exposing CEI-OPS: if a CEI-OPS campaign is exposed by actors connected to a particular party or movement, other actors may dispute the characterization, particularly if it is politically expedient to do so.

2.3 *Adversaries are increasingly willing and able to conduct CEI-OPS*

*Authoritarian powers are developing grey zone capabilities*

The rising use of CEI-OPS reflects a broader trend of states using ‘grey zone’ actions to advance their foreign policy. Grey zone challenges sit in the ‘space between’ wartime and peacetime. Revisionist powers like China and Russia, and smaller states like Iran and North Korea, have embraced grey zone tactics because it gives them an asymmetric advantage over the United States and its security partners—which maintain conventional military superiority. The Soviet Union heavily used grey zone tactics during the Cold War. However, the world is now experiencing a second flourishing of grey zone tactics; they are being used with renewed intensity and by a

greater number of actors.\textsuperscript{54} Grey zone actions, including CEI-OPS, share four characteristics that make them difficult for democracies to respond to. They are: (i) sub-escalatory; (ii) deniable; (iii) integrated; and (iv) gradual.

\textit{Sub-escalatory.} Grey zone actions occur below escalatory thresholds that would justify a kinetic response. In democracies, military doctrine, government policy, and public opinion largely view the world in binary terms: states are either at peace, or at war.\textsuperscript{55} Grey zone actions defy binary characterization. Accordingly, the available strategic options for responding to them tend to be either too militarized or too constrained, leading decision-makers to either choose an ineffective response, or fail to act.\textsuperscript{56}

\textit{Deniable.} Grey zone actions are meant to make definitive attribution of the responsible actor difficult. This is because they often involve non-state mercenaries, or covert components. While intelligence agencies may be able to identify the responsible state, they can struggle to make a public case for attribution without revealing sensitive sources and methods. This quality helps grey zone actions to elude traditional deterrence theory—because attribution is uncertain, there is no guarantee that the action will be met with retaliation.\textsuperscript{57}

\textit{Integrated.} Grey zone actions tend to use multiple instruments of power simultaneously to achieve their objective, including economic, informational, intelligence, and legal aspects of power. This means they are far easier for authoritarian states to execute and defend against.\textsuperscript{58} Authoritarian states have more unified control of the levers of state power. By contrast, democracies are generally more decentralized, and outsource more activities. Responses to grey zone challenges by democratic governments therefore require coordination across multiple agencies, several levels of government, and often with private sector actors.


\textsuperscript{55} “National Security Strategy of the United States of America,” 28.


\textsuperscript{57} Cooper and Shearer, “Thinking Clearly about China’s Layered Indo-Pacific Strategy.”

\textsuperscript{58} “Shades of Grey: Neither War nor Peace.”
**Gradual.** Grey zone actions edge towards their strategic objective over time. They aim to change the status quo gradually through a series of small tactical wins rather than making an “all-out grab.”\(^59\) In this sense, they achieve their objectives through ‘a thousand cuts,’ rather than a single sword thrust. This quality means that traditional deterrence theories may be inappropriate: by the time the target realizes that certain grey zone actions are adverse to its interests, it can no longer deter, but must compel the actor to stop. Compellence is harder than deterrence, in part because the target of compellence must change course (often visibly and embarrassingly), whereas the target of deterrence does not have to do anything.\(^60\) The gradual nature of grey zone actions also makes it difficult for short-term-focused democratic governments to define and assess the threat, let alone build political will to respond to it.

**States are seeking to acquire information power**

The rise of CEI-OPS parallels the emergence of information power as a key form of national power, and increasingly contested domain of great power competition. In 2017, *The Economist* declared that data is the “new oil”: the world’s most significant geostrategic commodity.\(^61\) Information power is the ability to use data, and the systems that transmit, process and store it, to influence the behavior or interests of other actors.\(^62\) The 2017 US National Security Strategy devotes an entire chapter to “Information Statecraft,” and labels Russia and China as being “determined” to control data to expand their influence.\(^63\) China’s President, Xi Jinping recently characterized the rivalry among major powers as “not just one for technology, but rivalry for ideology, for the power of discourse.”\(^64\) The growing strategic importance of data contributes to states’ interest in using CEI-OPS to build information power to advance their interests.


\(^{63}\) “National Security Strategy of the United States of America,” 2.

States are increasingly prepared to engage in covert activities

In its 2017 annual report, ASIO revealed that it has identified “a number” of state and non-state actors conducting foreign interference activities against Australia.65 ASIO’s Director for Counter-Espionage and Interference subsequently testified to a Parliamentary Committee that the diversity of foreign interference actors today makes responding more complex than during the Cold War period, when “adversaries were fairly readily identifiable.”66 This general increase in covert activity may translate to an increase in CEI-OPS activity since, as a result of the drivers in Figure 2A above, CEI-OPS are cheap and have an outsized return on investment. Additionally, more and more states are developing capabilities to conduct cyber attacks.67 This may also be the precursor to wider adoption of CEI-OPS tactics, since cyber capabilities can be repurposed to carry out many of the CEI-OPS tactics catalogued in Figure 2B, below.

---


### 2.4 Taxonomy of CEI-OPS tactics

Figure 2B catalogues the types of CEI-OPS tactics that states might employ. They are drawn from real examples of CEI-OPS tactics, and the preceding analysis of the technological and political trends that enable CEI-OPS and motivate adversaries to use them.

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Category 1. Suppress authentic facts or opinion</strong></td>
<td></td>
</tr>
<tr>
<td>1A</td>
<td><strong>Explicit censorship</strong></td>
</tr>
<tr>
<td></td>
<td>The adversary silences authentic facts or opinion by blocking content or users. Methods could include: deleting specific content, ‘blacklisting’ keywords or users, or taking down machines or entire networks via cyber attacks. For example, Russian hackers used a denial-of-service attack in 2007 to take down the presidential campaign website of Garry Kasparov and in 2011 did the same to opposition media outlets.</td>
</tr>
<tr>
<td>1B</td>
<td><strong>Self-censorship</strong></td>
</tr>
<tr>
<td></td>
<td>The adversary causes the target to silence themselves or to alter their views by imposing an “unbearable and disproportionate cost” on the act of speaking out. Methods include: coordinating online harassment campaigns, or orchestrating “viral outrage” against the target.</td>
</tr>
<tr>
<td>1C</td>
<td><strong>Reverse censorship</strong></td>
</tr>
<tr>
<td></td>
<td>The adversary generates noise to ‘drown out’ authentic facts or opinion, either by concealing them entirely, or by diminishing their perceived popularity. For example, during the 2012 Syrian Civil War, bots were used to amplify #Syria tweets about content that was Syria-related, like Syrian films, but irrelevant to the civil war. This tactic is also called ‘smoke-screening’ or ‘flooding.’</td>
</tr>
<tr>
<td>1D</td>
<td><strong>Decoy information</strong></td>
</tr>
<tr>
<td></td>
<td>The adversary seeds decoy content into the information environment to distract from authentic facts or opinion. Decoy information is calculated to direct viewers away from certain content (as opposed to Reverse Censorship, which limits the reach of that content in the first place). For example, researchers found decoy tweets during the 2012 Syrian Civil War that were labelled with #Syria but linked to news about US Hurricane Sandy or civil unrest in Bahrain.</td>
</tr>
<tr>
<td><strong>Category 2. Exploit authentic facts or opinion</strong></td>
<td></td>
</tr>
<tr>
<td>2A</td>
<td><strong>Leak confidential information</strong></td>
</tr>
<tr>
<td></td>
<td>The adversary leaks classified, confidential, or sensitive information about politically significant people or organizations. The adversary may have obtained this information via cyber attacks, inadvertent disclosure by the target, or by purchasing it from criminal actors. This tactic is also called ‘doxing.’</td>
</tr>
</tbody>
</table>
2B Amplify minority views

The adversary amplifies content created by a legitimate person or organization to give the impression that this view or opinion has more support than it really does. Methods could include: using bots or human operatives to ‘up-vote’ fringe views, or actually hacking and altering information distribution algorithms so that they amplify this content.

Category 3. Create false or misleading facts or opinion

3A Distribute new content

The adversary creates new false or misleading content and seeds it into the information environment. The adversary may then choose to amplify this content itself, or it simply may be shared by legitimate users. This tactic is also called ‘astroturfing.’

3B Poison official records or datasets

The adversary uses cyber attacks to access official records or datasets and alter their content. For example, the adversary could change official maps so that officials and academics in the target state are more likely to accept its territorial claims. The adversary could alter official statistics to make certain groups within the target feel more marginalized. Alternatively, the adversary may simply choose to introduce errors into the records to obstruct or confuse decision-making, or to damage public confidence in the government.

3. Threat actors

“Our competitors weaponize information to attack the values and institutions that underpin free societies, while shielding themselves from outside information.”

— National Security Strategy of the United States 2017

The number of state and non-state actors which are able and willing to use CEI-OPS is likely to grow. This Part focusses on the state actors most able and likely to engage in CEI-OPS in the near term. Russia is currently the most sophisticated and frequent user of CEI-OPS; however, China is Australia’s most significant CEI-OPS threat. This assessment is based on China’s geostrategic significance to Australia, its historic use of non-cyber interference operations against Australia’s interests, and its investment in cyber and other information technologies. This Part first examines Russia’s use of CEI-OPS through the lens of a case study of Russia’s interference in the 2016 US presidential campaign. It then examines China’s interests and capabilities, to analyze which circumstances might prompt China to engage in CEI-OPS against Australia.

3.1 Russia

From at least 2014, Russia has been conducting CEI-OPS across the United States, Europe and the Baltics, and the Middle East. It is alleged to have used CEI-OPS to target elections in Italy, Germany, France, Ukraine, and the United Kingdom’s Brexit referendum. Its most significant campaign—unprecedented in variety, scope, and impact—targeted the 2016 US presidential election campaign. The strategic intent, tactics, and consequences of Russia’s interference in American politics is essential to understanding how future CEI-OPS may be conducted—by Russia and others. However, as I am not the first to point out, fixation on Russia’s 2016 activities can also cloud strategic thinking and public understanding of the CEI-OPS threat. This is for three main reasons.

68 “National Security Strategy of the United States of America,” 34.
69 Greenberg, “Everything We Know About Russia’s Election-Hacking Playbook.”
First, Russia is an adaptive opponent; it will learn from what was easiest, and most impactful in 2016. Second, while Russia’s perceived success in influencing narratives about the US election may embolden other states to develop their CEI-OPS capabilities, there is no guarantee they will choose the same tactics as Russia. Third, CEI-OPS can be used to manipulate the public square at any point in the political lifecycle, not just during elections. Accordingly, Russia’s use of CEI-OPS in 2016 should not be taken as the ‘textbook’ CEI-OPS operation; otherwise, any response risks being a 21st century Maginot Line: expensive, but soon obsolete.71 To avoid this pitfall, after the Case Study below, I attempt to draw generalizable insights from Russia’s 2016 campaign. The Case Study does not provide a detailed summary of Russia’s activities since many exist elsewhere.72

<table>
<thead>
<tr>
<th>Case Study: Russian CEI-OPS during the 2016 US presidential election</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overview</strong></td>
</tr>
<tr>
<td><strong>Strategic objectives</strong></td>
</tr>
</tbody>
</table>

71 Named for France’s Minister of War and World War I veteran André Maginot, the Maginot Line along France’s eastern land border took ten years to build and was impenetrable to German ground forces. However, in 1940, German forces—aided by improvements in tank technology—blitzed north through Belgium, the Netherlands, and Luxembourg, in an unexpected maneuver that bypassed the Maginot Line, while the Luftwaffe flew over it. France surrendered within two months. Instead of deterring a German attack, the Maginot Line “helped stimulate a new kind of war.” (Stanley McChrystal, Tantum Collins, and David Silverman, *Team of Teams* (Penguin Publishing Group, 2015), 52.)

72 See, for example, Robert S. Mueller, “United States of America v Internet Research Agency & Ors. Indictment by the Grand Jury for the District Court of Columbia.” (Case 1:18-cr-00032-DLF, February 16, 2018).
| Tactics | The Russian campaign used tactics from each of the categories in the taxonomy in Figure 2C. Tactics included: reverse censorship (tactic 1C); amplifying divisive, minority views (tactic 2B); and distributing false content (tactic 3A). These were primarily carried out by a highly-organized group of several hundred Russian operatives who used false social media pages and groups,⁵ and online advertisements.⁶ Russian operatives also leaked sensitive information (tactic 2A), obtained by hacking into the Democratic National Committee’s networks. |
| Impact | As discussed in Part 1, the impacts of CEI-OPS are difficult to quantify. However, the campaign succeeded at:  
*Reaching a mass audience.* Facebook has indicated that up to 126 million Americans were touched by the campaign on its core platform and another 20 million on Instagram.⁷ Buzzfeed reported in November 2016 that top “fake election news stories” generated more engagement on Facebook than top election stories from 19 major news outlets combined (although it is not known what proportion of these fake stories were part of Russia’s campaign).⁸  
*Shaping public and political narratives in the public square.* Mainstream television networks and newspapers across the world have run hundreds of stories about interference in the election and in so doing unwittingly helped advance Russia’s objectives of creating discord and distrust. There is significant ongoing media and political attention on criminal investigations,⁹ and multiple US congressional inquiries,¹⁰ into Russia’s actions. US political elites remain bitterly divided over the consequences of Russia’s campaign, the appropriateness of the US response, and the question whether there was collusion between the Trump campaign and Russia.¹¹  
*Exacerbating political divides, and social discord.* Before the November 2016 election, Russian fake social media accounts orchestrated political rallies across the United States which supported then-candidate Trump, often by leveraging particular marginalized identity groups, such as Muslim Americans. After the election, fake accounts were used to orchestrate rallies both in support, and in protest, of the election result.¹² |

---

[1] In a small number of US states, voter registration databases were accessed by Russia-affiliated hackers, however there is no evidence that these databases were modified in any way. Additionally, while Russia-affiliated hackers scanned at least 18 states’ voting systems for vulnerabilities, there is no evidence that these were in fact successfully penetrated. See “Russian Targeting of Election Infrastructure During the 2016 Election: Summary of Initial Findings and Recommendations” (Washington, D.C.: United States Senate Intelligence Committee, May 8, 2018), https://www.intelligence.senate.gov/publications/russia-inquiry.  
Generalizable insights from Russia’s 2016 CEI-OPS campaign

*Tactics will vary based on social and political factors on the ground.* Russia’s tactics were carefully adapted to the US political system, and cultural context. For example, they exploited partisan fault lines between Republicans and Democrats; polarizing issues including immigration and religion; and disparities between socio-economic and geographic identities. They also exploited American race politics—which has long been a theme of Soviet / Russian propaganda against the United States. To anticipate how states might conduct CEI-OPS against Australia, it will therefore be important to appreciate domestic conditions on the ground. In particular, existing social and political fissures, and perceived economic and social injustices, may provide material for exploitation.

*Cheap, low-sophistication tactics can be powerful.* Most of the tactics Russia used were enabled by activities that required only low technical sophistication. The hacks used to obtain, and then leak, sensitive documents from the Democratic National Committee were enabled by a mass spear-phishing campaign—a type of cyber attack that relies on human error, not sophisticated cyber tools. Moreover, not many of Russia’s tactics even required Russia to find and exploit technology vulnerabilities. Instead, they mostly misused or gamed online platforms (see Figure 1D, above). Russia’s tactics were also cheap: technology activists Tristan Harris and Roger McNamee hypothesize that the Russians were able to manipulate tens of millions of American voters for a sum less than it would take to buy an F-35 fighter jet. Therefore, in modelling possible attack vectors for CEI-OPS, Australia should not only consider the impact of major cyber attacks, but should focus on the cumulative effects of low-level cyber incursions, or activity which simply takes advantage of opportunities presented by communications platforms.

---

73 Mueller, paras. 33–34.

74 Writing in the 1950s, race relations historian C. Vann Woodward noted that Russian propaganda has “long used stories of racial discrimination and injustice to discredit American capitalism and democracy.” See C. Vann Woodward, *The Strange Career of Jim Crow* (New York: Oxford University Press, 1955), 131.

Democratic governments and technology companies have a CEI-OPS blind spot. Prior to 2016, it was clear that the technological capability existed to engage in the actions that Russia did. For example, CEI-OPS tactics including reverse censorship and decoy information had been used by the Syrian Government in the Syrian Civil War in 2012, while Facebook had specifically advertised its platform’s ability to be used to alter voter’s preferences. Further, in the lead-up to the election, there was much discussion about the vulnerabilities of election systems to cyber attack—demonstrating that there was awareness of Russia’s willingness to disrupt political processes in the United States. Despite this, the CEI-OPS threat to the 2016 election was largely unanticipated by the media, government agencies, and technology and social media firms. This points up the difficulties democracies have in understanding and responding to CEI-OPS. We are playing doctrinal ‘catch up.’

---


3.2 China

Unlike Russia, China has not engaged in significant CEI-OPS activity. However, it is alleged to engage in extensive non-cyber-enabled interference activities. These include coercion, intimidation, and bribery of political and economic elites, tacit influence of traditional media companies, and intimidation of civil society and academia.\(^79\) Instances of these ‘analog’ forms of interference have been documented in Europe, and the United States,\(^80\) but states in the Asia-Pacific including Australia, New Zealand, and Singapore, have been most affected.\(^81\) Therefore, it is reasonable to question whether, and to what extent, China might ‘digitize’ its foreign interference activities, and engage in CEI-OPS.

To evaluate the threat another state might present, it is necessary to assess two things: intent and capability. China is most likely to be motivated to engage in CEI-OPS when its vital interests are threatened, or perhaps if it perceives an opportunity to use CEI-OPS to advance other important national interests. Figure 3A presents a prioritized list of how China perceives its national interest, based on a review of translated Chinese official documents, and Chinese and Western academic analysis.\(^82\) The rest of this Part then analyzes how these interests might encourage—or constrain—Chinese CEI-OPS.

---


\(^81\) Benner et al., “Authoritarian Advance.”

### Figure 3A. Chinese national interest

<table>
<thead>
<tr>
<th>Vital interests</th>
<th>Very important interests</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Sustaining rule of the CCP</td>
<td>• Enforcement of its expansive territorial claims in the East and South China Seas</td>
</tr>
<tr>
<td>• Maintaining internal economic development</td>
<td>• Establishing preeminence in the Asia-Pacific region (and perhaps becoming a great power globally)</td>
</tr>
<tr>
<td>• Defending territorial integrity of existing borders (including ultimately regaining control of Taiwan)</td>
<td></td>
</tr>
</tbody>
</table>

### China may use CEI-OPS to defend its vital interests

Preserving the power of the CCP is arguably China’s primary interest. Liberal values, including democracy, could delegitimize the CCP’s one-party system of rule, while ideologies like selfdetermination could stoke secessionist elements in Tibet and China’s Western provinces. Whereas most Western countries can address their security concerns through conventional hard power military and economic means, the CCP sees the “realm of ideas” as a major vector for instability—even existential security threats. When President Xi Jinping first came to power, a memo was distributed to senior party leaders referred to as “Document No.9.” It listed seven “perils” to CCP leadership. The first was “Western constitutional democracy.” Others included the promotion of “universal values” like human rights, media independence, and civic participation; pro-market “neo-liberalism;” and “nihilist” criticisms of the CCP’s past.83 Internet technologies have exacerbated China’s concerns about the threat of ideas. China’s 2017 Cybersecurity Strategy, for example, contained this bleak observation: “If our Party cannot traverse the hurdle represented by the internet, it cannot traverse the hurdle of remaining in power for the long term.”84


Significantly, the CCP does not just fear that Chinese citizens will ‘pull’ destabilizing ideas from the internet but believes these are being actively ‘pushed’ by countries including the United States and Australia, in order to destabilize CCP rule. For example, former President Hu Jintao articulated his fear of a long-term foreign “strategic plot” of “westernizing and dividing” China. This is not a baseless fear. Western governments have consistently advocated China’s inclusion into global systems, on the underlying strategic assumption that ‘engagement’ will result in China becoming more liberal, and therefore more aligned with the West’s interests. Moreover, while Western governments may not see themselves as actively attempting to “westernize” China, this is because they do not need to: commercial and civil society actors play a strong role in disseminating ideas around the world, including in China.

Up to this point, the CCP had predominantly protected itself from destabilizing ideas through a sophisticated domestic censorship apparatus, including the ‘Great Firewall’ system of blocking and filtering internet content. However, there is at least one known example of China using CEI-OPS tactics against foreign organizations and infrastructure to respond to an incident which threatened its ability to control its information environment. In 2015, Chinese hackers launched a massive distributed denial-of-service attack against GitHub, the world’s biggest repository for open source code, headquartered in the United States. The attack, which made GitHub intermittently unresponsive for several days, targeted two GitHub pages which provided technology to subvert Chinese online censorship. The attack indicates that China may no longer confine itself to defensively blocking content


88 The hackers are widely believed to have been from China’s Cyberspace Administration.


within China; if it believes the content is damaging enough, it may use CEI-OPS to proactively suppress it at its overseas source.

It is also possible that if China's threat perception of the risk posed by the seven “perils” intensifies, the CCP could become more active in seeking to shape, or discredit, these ideas at their source. CEI-OPS would provide a vehicle to achieve this objective. Changes in threat perception could occur as a result of a general increase in strategic competition between states, external political movements (like an international human rights campaign), or by events within China (such as a domestic political or economic event that foments social unrest). Technological developments, such as of mechanisms that allow more Chinese citizens to bypass the Great Firewall, could also prompt a change in China’s strategy.

It is also possible that, as China’s power grows, it may become more willing to use CEI-OPS to proactively shape or discredit the seven “perils.” China’s efforts to bolster its hard power—economic, and military—are well-known. China has recently intensified its non-cyber methods of interference to discredit western liberal values, including by allegedly coercing and intimidating academics and publishing houses in Australia. It is not unreasonable to expect that as its investment in hard power grows, so too will its investment in, and use of, CEI-OPS to provide an ideological vanguard to secure its political system.

However, China’s likelihood to use CEI-OPS is also constrained by the CCP’s focus on political security. For example, China will only engage in CEI-OPS to the extent that it believes the gains outweigh the risks of reprisals which could compromise its control over domestic propaganda and censorship. China is also a strong advocate of “cyber sovereignty”—the principle that states should enjoy exclusive jurisdiction and control over their information environment—as a global norm of internet governance. China is therefore unlikely to engage in CEI-OPS if it perceives that doing so would undermine its ability to continue to build international support.


for cyber sovereignty. China is therefore unlikely to engage in the type of widespread campaigns we see from Russia, which have broadly defined and possibly evolving strategic objectives and do not always conceal Russian involvement. It can be expected that if China engages in CEI-OPS it will be in support of clear objectives linked to China’s national interest, and China will attempt to conceal its involvement.

**China may use CEI-OPS to advance its regional influence**

China’s important interests may also motivate it to use CEI-OPS, including to: (i) support territorial expansionism; (ii) reshape regional norms; and (iii) increase China’s power of attraction.

*Territorial expansionism.* China has already successfully used grey zone tactics to substantially progress its political and territorial agenda in East Asia without triggering a forceful international response.93 Its territorial expansionism has also been accompanied by cyber intimidation. For example, in 2012, 19 Japanese websites were temporarily blocked or defaced with a Chinese flag, as tensions flared over the disputed Senkaku (Diaoyu) Islands.94 In 2016, Chinese hackers allegedly took down Philippines government websites by denial-of-service attacks after a ruling by the United Nations Permanent Court of Arbitration on the South China Sea.95 The Vietnam Airlines website was also taken down, and data on 400,000 of its passengers was leaked online.96 This paper does not consider these actions to be true examples of CEI-OPS—since it is not clear they had as an objective to alter public opinion. They are more analogous to hard power intimidation tactics like ‘buzzing’ an airplane, used to signal a preparedness to respond with more force. Nonetheless, these incidents demonstrate
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that China is prepared to use cyber tools to advance its expansionist agenda.

Reshape norms. To become a regional superpower, China will need to reshape many of the rules of the international system, expand its influence in existing multilateral institutions, and create and advance its own regional institutions.\(^{97}\) However, China does not wish to trigger a conventional military conflict while it is not the world’s preeminent power. This makes grey zone actions, such as CEI-OPS, appealing to China as a means to progressively reshape regional norms and public perceptions, as well as existing alliance structures. In particular, it has been argued elsewhere that China seeks to weaken Australia’s alliance with the United States,\(^{98}\) and to curtail Australia’s military access to and foreign relations with other Pacific powers.\(^{99}\)

Power of attraction. The 19\(^{th}\) Chinese Communist Party Congress report, China’s most important public strategy document, states that by mid-century, China wants to be “a global leader” in “international influence.”\(^{100}\) However, despite increased spending on soft power over the last decade (averaging around US$10 billion per year—more than the budgetary allocations for soft power by the governments of the United States, United Kingdom, France, Germany, and Japan combined) China’s soft power still languishes far behind that of its Western rivals.\(^{101}\) China ranked 28\(^{th}\) out of 30 in Portland’s 2016 report on soft power.\(^{102}\) Frustrated that investment in legitimate tools of soft power is not paying off, China is increasingly moving to embrace “sharp power” which, unlike soft power, centers on


\(^{102}\) Davidson.
using information for the purposes of distraction, manipulation, and intimidation.\textsuperscript{103}

However, China’s willingness to engage in CEI-OPS to pursue these objectives could be constrained by public responses in the target population, and other countries’ reactions. In 2017, a series of revelations of Chinese interference in Australia’s domestic politics attracted significant negative media attention, and caused a dip in public support for China.\textsuperscript{104} It also prompted a reversal in the Australian Government’s rhetoric on China—previously focused on the importance of close economic ties with China, the Government became one of the most outspoken critics of China’s foreign policy.\textsuperscript{105} This response, or similar responses in other countries, may lead China to conclude that its interests are best served by using legitimate soft power tools to acquire influence.

**China has the capability to engage in CEI-OPS**

China’s investment in controlling its own information environment, building its cyber capabilities and developing its own technological base provides it with the means to conduct CEI-OPS. Should China develop an intent to engage more widely in CEI-OPS, China has: (i) technical; and (ii) organizational capabilities that would allow it to do so.

*Technical capabilities.* China is one of the most sophisticated, and active state cyber actors.\textsuperscript{106} China is responsible for a significant number of cyber attacks against Australian government and private sector entities, which have resulted in theft of data.\textsuperscript{107} While currently China’s focus is on using
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its cyber capabilities for espionage purposes, it could easily change its objectives, and redeploy national cyber capabilities to serve CEI-OPS campaigns. Moreover, China’s espionage architecture, and the information it has already collected, could be repurposed for use in CEI-OPS campaigns. For example, it could choose to leak sensitive information it already has, use intelligence it has to better target a CEI-OPS campaign, or use access to systems to plant false information. China is also now the world’s biggest investor in artificial intelligence\textsuperscript{108} which, as Part 2 described, is one of the technological trends that could make CEI-OPS even more potent and prevalent. China’s Great Firewall also enables China to execute CEI-OPS with a degree of impunity, since its control over its information environment means that China itself is not particularly vulnerable to CEI-OPS. The Great Firewall, a passive defensive system, can also be converted into what researchers have called the “Great Cannon,” an offensive tool that can launch massive cyber attacks to shut down websites overseas\textsuperscript{109}, or inject new content.\textsuperscript{110}

Organizational capabilities. In China, information is primarily viewed as a tool for state power. All of its main news organizations are state-run, and it is increasing its influence over domestic internet and technology firms.\textsuperscript{111} Close ties and existing channels of communication between the CCP and media and communications organizations would assist China to coordinate a CEI-OPS campaign. China reportedly uses “content farms” to flood domestic channels of communication with pro-government material and to drown out negative stories; as use of Chinese social media platforms like WeChat increases outside China, especially among Mandarin-speaking populations, this will provide the CCP with a powerful vehicle for CEI-OPS.\textsuperscript{112} Moreover, while much of China’s government policy and military doctrine is not publicly available, its involvement in foreign interference

\begin{footnotesize}
\begin{enumerate}
\item The “Great Cannon” was used to conduct the denial-of-service attack against GitHub, discussed above.
\item Bill Marczak et al., “China’s Great Cannon” (Munk School of Global Affairs, University of Toronto: The Citizen Lab, April 10, 2015), https://citizenlab.ca/2015/04/chinas-great-cannon/.
\end{enumerate}
\end{footnotesize}
in Australia and elsewhere demonstrates that its officials have at least some level of training and experience to engage in covert influence. Unlike democracies, where covert influence is treated as an “exceptional” activity that needs special authorization and oversight, the CCP “approach[es] influence operations and active measures as a normal way of doing business.”¹¹³ This would provide it with a strategic advantage, should it decide to engage more widely in CEI-OPS.

4. Current response

Australia’s current response to the CEI-OPS threat is inadequate. The main weakness in counter-CEI-OPS policy is that CEI-OPS are treated primarily as a domestic security issue, or technical cybersecurity issue. This ignores the fact that CEI-OPS is a whole-of-society threat that requires a whole-of-society response—including actions by multiple government departments, civil society, media, technology companies, and the public at large. Australia’s current response does not clearly explain how Australia will coordinate diverse actors to successfully meet the CEI-OPS threat.

In assessing Australia’s current response and formulating recommendations, I was guided by assumptions about Australia’s national interest and core political principles, summarized in Figure 4A. Importantly, any response needs to address the fact that CEI-OPS is not just a security or foreign policy issue—it is also an issue of domestic rights. This follows from the analysis in Part 1, which concluded that the illegitimacy of CEI-OPS is based not just on the fact they violate sovereignty, but that they infringe an individual’s right to determine their political future. Australia’s CEI-OPS response must not just prevent CEI-OPS; it must also preserve free speech, free media, and other values essential to Australia’s democracy.

<table>
<thead>
<tr>
<th>Security interests</th>
<th>Civic interests</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Reduces the frequency or severity of foreign cyber-enabled interference</td>
<td>• Protects Australians’ right to determine their own political, economic, and cultural future</td>
<td>• Technologically possible</td>
</tr>
<tr>
<td>• Avoids provoking conflict escalation in the cyber and other domains</td>
<td>• Upholds democratic values including free speech, a free media, freedom from discrimination, and due process</td>
<td>• Politically feasible, given the likely interests of major stakeholders</td>
</tr>
<tr>
<td>• Avoids violating principles of international law, including sovereignty</td>
<td>• Avoids damaging the social fabric of Australia, for example by exacerbating social cleavages or political partisanship</td>
<td>• Operationally feasible, given the resources and capabilities reasonably available to the Government</td>
</tr>
<tr>
<td>• Maintains productive diplomatic and trade relations with other states</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.1 Absence of a coordinated information strategy

Australia, like other democracies, remains unprepared for conflict and interstate competition in the Information Age, as a result of two decades of fragmented cyber and information strategy. As discussed in Part 2.1, RAND Corporation analysts flagged that cyber-enabled interference may become an increasingly potent form of interstate competition as early as 1995. Despite this, democracies have tended to focus on the national security implications of the physical and informational dimensions of the information environment, and have failed to consider ways in which the cognitive dimension may be threatened, or weaponized, as technology advances. In 1999, the same RAND analysts provided an assessment of the United States’ “information strategy,” which is applicable to the landscape in Australia at that time. They warned that national security practitioners were too focused on the “technological dimension” of cyberspace—that is, how to defend information infrastructures from attack, and how to use cyberspace for counteroffensive attacks.114 But they were ignoring the “socio-political dimension”—that is, how information and ideas shape people’s views. According to RAND, this second dimension had, however, garnered attention from political scientists, who saw digital technologies as an opportunity to promote democracy and constrain authoritarian regimes overseas.115 Yet these political scientists remained blind to the strategic risk that adversaries might also exploit technology to advance their interests.116 In words remarkably prescient of Russia’s recent CEI-OPS campaigns, RAND cautioned that: 117

> While there has been much discussion about hackers taking down the Net, it is also the case that US perceptions may be ‘hacked’ by adversaries and manipulators who want the Net up, so they can air their pronouncements.

115 Arquilla and Ronfeldt, 2.
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The RAND study lamented that experts associated with each of the two dimensions remained “disparate, insular communities.” A unifying strategy was needed to bridge the two.

Unfortunately neither the United States nor Australia ever produced a unifying information strategy. Since 1999, the two dimensions have only diverged further. The national security community has focused on defending and securing systems, data, and infrastructure, and on using technical cyber tools for espionage, and to attack enemy systems and infrastructure. It has, however, maintained a blind spot about the risks of CEI-OPS. This is why—despite Russia testing many of the tools it used against the United States years earlier against Ukraine, and actors like the Syrian Government using CEI-OPS tools as early as 2012—pundits and officials were caught off guard by Russia’s intervention in the US 2016 presidential election.

At the same time, the foreign policy community has continued to advance policies that in some cases exacerbate the CEI-OPS risk. One example of the divergence between the national security and foreign policy communities is Australia’s foreign policy commitment to advancing an “open and free” internet, most recently reaffirmed in the 2017 Foreign Policy White Paper. This policy seems to be based on the assumption that promoting internet freedoms overseas advances Australia’s national interest. However, it is unclear whether this assumption has been properly tested. From a national security perspective, the policy could exacerbate the CEI-OPS risk—since, on the one hand, we ask adversaries not to interfere in our information environment, yet on the other hand we are actively supporting a policy which they would interpret as undermining their control over their information environment. Indeed, the tension between the security and foreign policy communities is increasingly evident. Australia’s counter-terrorism and domestic security agencies are seeking ‘backdoors’ to break into encrypted communications. Although understandable, this position is logically inconsistent with the idea of a fully “free” internet. This paper does not attempt to answer whether the “open and free” policy
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is appropriate, it merely uses it as an example of the disconnect between some national security and foreign policy interests. These interests will need to be reconciled if Australia is to successfully address the CEI-OPS threat.

### 4.2 Unclear lines of power and authority

It is unclear which government agency has the lead for responding to the CEI-OPS threat. CEI-OPS cross multiple lines of responsibility—which, as discussed in Part 2, is one reason why authoritarian states, which have more centralized decision-making, have a comparative advantage in executing CEI-OPS. Protection of Australian citizens from “acts of foreign interference” is part of ASIO’s security mandate.120 CEI-OPS that affect military operations would appear to be the purview of the newly-formed Information Warfare Division within the Department of Defence, while foreign policy responses to CEI-OPS would appear to be the domain of the Cyber Ambassador’s office, within the Department of Foreign Affairs and Trade. Countering CEI-OPS also requires familiarity with the motivations and tradecraft of state adversaries—something Australia’s external spy agencies are best placed to lead on. To the extent offensive cyber countermeasures are justified, this would be the purview of the Australian Signals Directorate (an intelligence agency within the Department of Defence).

Early reactions in Australia to Russian CEI-OPS against the United States indicate that the Government also views CEI-OPS as a cyber issue.121 Yet only some (and likely not the majority of) CEI-OPS tactics utilize cyber attacks to achieve their goals (recall Figure 1C, above).

One option to coordinate Australia’s CEI-OPS response is the new Department of Home Affairs, established in December 2017. Home Affairs is a domestic security and intelligence ‘superministry,’ with responsibility for cybersecurity, border security and immigration, counter-terrorism, and federal law enforcement. It will also oversee ASIO. In April 2018, a senior
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121 For example, the Department of Foreign Affairs and Trade’s International Cyber Engagement Strategy classifies “operations to influence elections” as an example of “cyber affairs.” (“Australia’s International Cyber Engagement Strategy” (Canberra: Australian Government, Department of Foreign Affairs and Trade, October 2017), 5, http://dfat.gov.au/international-relations/themes/cyber-affairs/aices/index.html.)
ASIO official was transferred to Home Affairs to act as the inaugural “National Counter Foreign Interference Coordinator.” According to the Department, the new Coordinator will facilitate coordination between relevant Home Affairs portfolios, and external agencies including Defence and Foreign Affairs, to address foreign interference, but ASIO will continue to lead on operational matters. Recognizing the need for better coordination is a good first step. However, there remains risks. First, it is unclear whether Home Affairs will have the convening power needed to coordinate the domestic security agencies, let alone Defence and Foreign Policy interests, which remain outside of its lines of authority. Second, there is a real risk that if the National Counter Foreign Interference Coordinator takes ownership of countering the CEI-OPS threat, that Australia’s response is reduced to a domestic counter-espionage and/or technical cybersecurity issue. The ‘integrated’ nature of CEI-OPS campaigns, discussed in Part 2.3 above, means that the response to the threat will require interlinkages with non-security departments, including communications, social, and economic portfolios. Because CEI-OPS target the public and civic institutions, there is also a need to elevate it from a ‘closed doors’ counter-espionage issue to one which prioritizes public engagement. Finally, a Home Affairs-led response may fail to recognize that Australia’s adversaries have interests and motivations we can influence too, inhibiting the development of a national-level CEI-OPS deterrence strategy.

5. Recommendations

Australia needs a more holistic response to the CEI-OPS threat that better coordinates and deconflicts domestic and foreign policy, and that reconciles both the technical and cognitive dimensions of the information environment. Such a response should be coordinated via a National Counter Cyber-Enabled Interference Strategy, the development and implementation of which should be overseen by the Department of Prime Minister & Cabinet (PM&C). A PM&C-led response would avoid the problems associated with a Home Affairs-led response discussed in Part 4.2. As the central government agency, PM&C is best placed to craft a strategy that mobilizes all of society to address the threat. This Part sets out recommendations that should be considered in formulating the Strategy, grouped under four pillars shown in Figure 5A.

5.1 Understand the threat

The most urgent part of the response should be to increase understanding of the nature of the CEI-OPS threat. Understanding is a prerequisite for each of the other pillars to succeed. Additionally, part of the reason that CEI-OPS are successful is because democracies have a ‘doctrinal gap’ in anticipating and responding to them. Simply by raising awareness of the threat, we can make CEI-OPS tactics less effective. In particular, the Government should:

1. Develop a CEI-OPS lexicon. The next edition of the Australian Cyber Security Lexicon should include a definition of CEI-OPS, and each of the tactics outlined in Figure 2B. As Australia’s Special
Adviser to the Prime Minister on Cyber Security has emphasized in relation to cybersecurity terminology, being able to better define and explain terms will allow decision-makers, and the broader public, “to be involved in a debate that is really necessary for all of society to be part of.”²²³ A CEI-OPS lexicon will help the Government to better allocate responsibilities to different agencies, update doctrine and policy to take account of the CEI-OPS threat, and develop clear public communication strategies and incident response plans for when CEI-OPS inevitably occur. It could also stimulate further academic research, and development of technical tools to defend against CEI-OPS tactics.

2. **Educate the public about the nature of the threat.** As Part 2 explained, authoritarian states have a strategic advantage over democracies in that they can more easily coordinate all elements of power to conduct grey zone actions like CEI-OPS. Democracies, however, have an underutilized comparative advantage over authoritarian countries—the decentralized nature of public discourse, as well as cultural and economic activity. Their best defense against centralized, grey zone actions is in fact to mobilize a decentralized, whole-of-society response. A prerequisite for this is to first spread awareness of the threat and motivate the urgency of addressing it. The Government could leverage its existing efforts to raise awareness of cybersecurity threats and best practice. In particular, these existing programs could be expanded to emphasize that protecting information from corruption or misuse is just as important as protecting systems from malware and disruption. If businesses are aware that they may be targeted by CEI-OPS activity, they might also design their systems and products in ways which are less likely to be ‘gamed’ for the purposes of foreign interference.

3. **Educate politicians about the nature of the threat.** Australian political parties have a strong record of bipartisanship on national security issues. Educating politicians about the threat, before Australia faces a major CEI-OPS campaign, can help ensure that politicians maintain their bipartisan approach to CEI-OPS.
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CEI-OPS awareness should be incorporated into existing cybersecurity awareness training and briefings delivered to politicians by the Australian Cyber Security Centre. In particular, politicians should be educated about the fact that CEI-OPS often attempt to divide and conquer by exploiting real political divides. Educating politicians about the threat may also help the Government to better prioritize resources. Reprioritization may be needed—for example in its 2017 annual report, ASIO noted that “[t]he heightened terrorist threat this past decade…has limited our scope to redirect resources towards counter-espionage and foreign interference.”

4. **Increase intelligence-sharing about CEI-OPS threats.** In its 2017 annual report, ASIO noted that, in contrast with its counter-terrorism efforts, “stakeholders know little about our work [on counter-espionage and foreign interference].” Stakeholders across, and outside of, government will need to be provided with more information about the nature of the CEI-OPS threat, so that they can become helpful partners in responding to it. This will require a proactive approach by ASIO, Home Affairs, and other agencies to declassifying information, and to establishing trusted channels to share threat intelligence. Recent efforts to increase information-sharing on cybersecurity and counter-terrorism issues could provide a model.

5. **Focus public discussion on Australia’s vulnerabilities, not on specific adversaries.** It is imperative that the threat of CEI-OPS is not overstated or allowed to fuel xenophobic fears. In particular, when speaking about actual or potential covert interference by China, the Government should make clear that its concern is with the actions of the CCP, not the Chinese people, or Chinese-Australians. First, this upholds individual rights, and prevents social discord. Rhetoric that is, or is perceived as, racist undermines individual rights and
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the broader social fabric—without a foreign power even needing to conduct CEI-OPS to achieve this. Moreover, China often denies reports that it is engaging in covert influence by dismissing them as “typical anti-China hysteria” and “racial prejudice.”127 Deniability is one of the factors that makes grey zone activities like CEI-OPS difficult to respond to. Ensuring that discussion is even-handed will help ensure that the public perceives reports of CEI-OPS as credible, not motivated by xenophobic politics.

5.2 Deter adversaries

Australia must act to alter the decision-making calculus of potential adversaries to reduce the likelihood they will engage in CEI-OPS. A state has four primary instruments of power that it can leverage to establish a deterrence strategy: diplomatic, informational, military, and economic. The threat of a diplomatic response alone is unlikely to be an effective deterrent since, as Part 3 concluded, China is only likely to use CEI-OPS where it feels a core national interest is at stake. Economic power is also a poor option. Unlike the US economy, which is significant enough that it can engage in acts of economic warfare like targeted sanctions, this is not a viable option for a middle power like Australia. Additionally, economic sanctions against China—Australia’s largest trading partner—would cause Australia more economic harm than China. Military options are also ill-suited to the threat, since CEI-OPS usually do not trigger thresholds for military action and changing these thresholds could trigger conflict escalation. A deterrence strategy based on informational power is the best course of action. This strategy could be supported by diplomatic efforts to gradually shape norms, so as to reduce the appeal of CEI-OPS tactics in the long term. In particular, the Government should:

1. Pursue retaliatory counter-measures (but never engage in CEI-OPS). Australia should signal that it is prepared to retaliate to CEI-OPS with a range of measures; but it should never itself authorize a CEI-OPS campaign. Covert manipulation of information by the Australian Government risks infringing on domestic

rights. Cyberspace is borderless, making it impossible to effectively cordon off the domestic audience from the international audience. CEI-OPS campaigns intended to affect an adversary are likely to bleed back into the domestic sphere. Moreover, by engaging in CEI-OPS, a democracy enters a contest that it is likely to lose. As Parts 2 and 3 demonstrate, authoritarian governments are both better able to conduct and defend themselves from CEI-OPS. Finally, covert actions including CEI-OPS generally have a limited deterrent effect. As former Deputy Director of the US Central Intelligence Agency Michael Morell has explained, responses to covert influence must “be seen” to maximize their deterrent effect.  

2. **Respond to covert influence with overt counter-measures.** Australia should engage in overt actions in the information environment to respond to CEI-OPS. One type of overt response is to strengthen strategic communications and public diplomacy efforts to counteract adversary narratives. This would need to be managed carefully: a key potential motivator of CEI-OPS by China, discussed in Part 3 above, is fear that China’s competitors are trying to “westernize” it to destabilize CCP leadership. To avoid provoking escalation, public diplomacy efforts would need to be carefully targeted to make clear they were not designed to foment political unrest inside China. Another overt response is to ‘dox the doxer’—that is, to use offensive cyber tools to determine the identity of adversary CEI-OPS operatives, and then make this information public. This option should only be pursued in response to serious instances of CEI-OPS—since revealing information obtained via cyber means can compromise sources and methods, constraining the future ability to collect intelligence on adversary operatives. Additionally, to control escalation, a ‘dox the doxer’ response should be targeted at tactical-level operatives, not the strategic-level authorizers of a campaign. Former US Cyber Command Director Admiral Michael Rogers reportedly suggested a ‘dox the 
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doxing’ strategy of leaking compromising information about the financial affairs of Russian President Vladimir Putin as retaliation for Russian CEI-OPS against the United States. However, actions which directly undermine an adversary’s senior political leaders are highly escalatory and likely to be of limited—if not negative—effectiveness in reducing the CEI-OPS threat, since the adversary will deny and discredit the information. They could even point to the doxing to justify future hostile acts. Targeting tactical-level operatives who are more directly linked with CEI-OPS activities ameliorates these risks. It will also have an effect. The risk of doxing could reduce operatives’ willingness to serve their government, while revealing their actions could prompt criticisms or concern from the adversary’s citizens. This could disrupt the adversary’s operational preparedness to engage in CEI-OPS.

3. **Use cyber operations to disrupt and degrade CEI-OPS.** Authoritarian countries have a strategic advantage in manipulating discourse in the public square. However, many democracies, including Australia, maintain significant cyber warfare capabilities. Australia should make it clear that if faced with a significant CEI-OPS campaign, it would use its cyber capabilities or work with partners to disrupt and degrade organizations involved in carrying out the campaign. This could involve targeted attacks on the availability, confidentiality, or integrity of the data and networks of adversary organizations involved in CEI-OPS. Australia could also respond to CEI-OPS with cyber attacks against the adversary’s domestic control on information. Such a response could be particularly effective against China since, as Part 3 explains, China views control of its information environment as a vital national interest, linked to CCP survivability. However, for the same reason, this response could provoke escalation, and therefore should only be used in the most egregious cases of CEI-OPS. Of note, this option does not manipulate content, but instead uses technical
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means (cyber attacks) to disrupt censorship. In this sense, because it would permit legitimate voices to be heard and does not erode individual rights, it does not share the illegitimacy ascribed to CEI-OPS in Part 1.

4. **Support norms to constrain cyber attacks that may be precursors to CEI-OPS.** There is no one body of international law that address cyber-related activities or foreign interference. In the absence of clearly-defined boundaries, it is possible to shape new norms through consensus-building or by behavior. However, there are two important constraints on Australia’s ability to push for norms which might help reduce CEI-OPS activity. First, a norm against cyber-enabled interference could backfire. An Australian embassy or government department that uses social media to promote free and fair elections or human rights could be considered in violation of such a norm. Second, enforcing a norm against CEI-OPS would be almost impossible. As Part 1 explains, influence campaigns are by nature deniable, and hard to quantify. An adversary might be spreading information to deceive or coerce, but it could argue it is merely attempting to educate. There are also strong normative arguments against an international body or court becoming the arbiter of what is, and is not, CEI-OPS activity—since this may require subjective determinations about what is, and is not, ‘truth.’

Norms may be more effective if they focus on constraining cyber attacks that can support subsequent CEI-OPS campaigns, such as massive thefts of data about members of the public, or government. At least for the foreseeable future, such a norm is unlikely to be supported by the United States, let alone potential adversaries like China and Russia. These states are not prepared to reduce their cyber espionage activities, even if the upside would be to reduce the
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CEI-OPS threat. Therefore, Australia could focus on building a consensus among peers in the Indo-Pacific, or among other middle powers, about what activities in the information environment will be accepted, and the appropriate responses when boundaries are crossed. A gradual consensus-building approach may be the most effective way to achieve meaningful agreement in the long term. In the short term, it could also help limit the number of new state actors which choose to develop CEI-OPS capabilities.

5.3 Protect the public square

Australia must act to protect the public square from illegitimate interference. This will involve improving the ability to detect CEI-OPS campaigns and developing capabilities to disrupt and degrade them. Steps should also be taken to make CEI-OPS tactics less effective—including by reducing the attack surface available to adversaries. To protect the public square, the Government should:

1. **Identify “critical public square infrastructure” and develop best practices for its protection.** Many countries have lists of nationally-protected critical infrastructure—which include things like their transport, communications, and energy systems. Given the risk CEI-OPS can pose to democracy, the Government should consider developing a list of actors and organizations which are critical to the proper functioning of the public square. Australia’s “critical public square infrastructure” includes elections-related systems, as well as political campaigns, federal and state politicians, media outlets, and academic institutions. Publishing this list would itself be an important signal, encouraging these actors to be more aware of the risks they face.

---

135 After the 2015 hack of the US Office of Personnel Management (OPM), the United States decided not to respond. Then Director of National Intelligence Jim Clapper said: “you have to kind of salute the Chinese for what they did... If we had the opportunity to do that, I don’t think we’d hesitate for a minute.” The United States viewed the hack as cyber espionage—something that the US National Security Agency also extensively engages in. However, the OPM hack gave China a trove of documents—including over 20 million records of the personal information of every holder of a US security clearance—which could be used to develop a highly-targeted future CEI-OPS campaign. (Matthew Ferraro, “On the OPM Hack, Don’t Let China Off the Hook,” The Diplomat, July 14, 2015, https://thediplomat.com/2015/07/on-the-opm-hack-dont-let-china-off-the-hook/.)

of, and prepared for, CEI-OPS threats. The Government should also develop and share “best practices” specifically tailored to each of them. These would include recommendations for how they can mitigate their cyber and CEI-OPS risk, engage in incident response planning, and access available government resources.\footnote{See, for example, Defending Digital Democracy Project, “The State and Local Election Cybersecurity Playbook” (Cambridge, Mass.: Belfer Center for Science and International Affairs, February 2018), https://www.belfercenter.org/publication/state-and-local-election-cybersecurity-playbook.}

2. **Develop a CEI-OPS “early warning” system.** The intelligence community should develop mechanisms to detect CEI-OPS campaigns, and precursor activities. As the Case Study in Part 3 showed, groundwork for CEI-OPS campaigns can be laid years before specific tactics are used, or an effect is achieved. Developing an early-warning system will require collaboration between domestic intelligence and counter foreign interference expertise housed in ASIO, and the foreign signals intelligence and cyber skills housed in the Australian Signals Directorate. It will also require collaboration and information-sharing with private sector entities—for example, Internet Service Providers, and social media companies.\footnote{Eric Rosenbach, “Defending Digital Democracy: The Four Corners of Election Security,” United States Senate Intelligence Committee, Hearing on Russian Interference in the 2016 US Elections (March 21, 2018).} The Department of Home Affairs would be well-placed to lead this effort, given its experience in coordinating diverse stakeholders to address other security issues.

3. **Regulate social media companies to make their platforms less susceptible to CEI-OPS.** Many of the underlying forces that enable CEI-OPS, set out in Figure 2A, are almost impossible for a national government to affect—since they arise from a complex interaction of technological and social forces, and are global in nature. It is more feasible to use government regulation to affect the business decisions of social media companies. Regulators have previously shied away from imposing rules on ‘big tech,’ since Australia is only a small portion of their global business.\footnote{Deborah Snow and James Manning, “Modern-Day Droogs Are Free to Roam,” The Sydney Morning Herald, September 14, 2012, https://www.smh.com.au/technology/modernday-droogs-are-free-to-roam-20120914-25xhr.html.} However, while Australia has less leverage over big tech than, for example, the United States, it can regulate companies with a business presence in

---


Australia—which includes Facebook, Twitter, and Google. Moreover, while big tech has been historically resistant to regulation, the recent public “techlash”\textsuperscript{140} is likely to have made it more willing to engage with governments.\textsuperscript{141} Many CEI-OPS tactics exploit the data and algorithms used by social media platforms. To ensure that social media platforms provide less opportunity to CEI-OPS operatives, the Government should consider regulation that requires:

- \textit{Transparency.} Social media companies could be required to publicly disclose if they are aware that their platform is being manipulated by government operatives, and to flag content they identify as foreign interference material. Public companies have an obligation to tell the investing public if they become aware that someone is manipulating their share price; similar transparency should be required of key actors in the public square.\textsuperscript{142}

- \textit{Detection and labelling of social bots.} A bot is “software designed to automate a task in a computing system.”\textsuperscript{143} They are often used on social media platforms, including by legitimate actors, to spread or up-vote content quickly and at scale. However, as former Facebook investor Roger McNamee has explained, bots can “distort the public square in a way that was never possible in history.”\textsuperscript{144} Researchers have found that bots play a disproportionate role in spreading and repeating misinformation, and that people often repost content distributed by bots without realizing they

\textsuperscript{140} A term coined in 2017 to describe mounting public criticism of the tech sector due to its perceived failure to pay sufficient corporate taxes, concern about personal privacy and fair data use, and the social consequences of their products.


\textsuperscript{142} Idea adapted from a US government official who presented at a Director’s Lunch at the Belfer Center for Science and International Affairs held under Chatham House Rule in Cambridge Massachusetts in 2017.


are interacting with a bot.\textsuperscript{145} Some have proposed a “ban on bots” to curtail CEI-OPS tactics which rely on spreading or amplifying content. However, a “ban on bots” is unfeasible; Australia is unlikely to be able to enforce such a major rule change on its own, and it would also harm legitimate users’ interests. Instead, a law requiring that platforms identify and label bots (and even provide users with the option to block them) would be more politically feasible. It is also likely to be technically possible.\textsuperscript{146} researchers have already developed tools which screen for and identify bots.\textsuperscript{147}

- **Public interest standards for social media algorithms.** Social media algorithms prioritize and promote controversial content—a feature that is easily gamed for the purposes of CEI-OPS. To address this, the Australian Communications and Media Authority (ACMA) could promulgate public interest standards for social media algorithms, which require them to take factors other than popularity into account when serving content to users. Currently however, ACMA lacks the expertise and personnel to monitor whether a standard like this has been complied with. As an interim step, the Government could pass laws which require social media companies to provide a level of ‘algorithmic explainability’ to the public.\textsuperscript{148} Platforms would be required to clearly disclose what parameters their algorithms are optimized for, and the factors that cause content to be up- or down-voted. Laws could also be introduced to make it easier for social media platforms to share information


\textsuperscript{147} It should be noted that these tools largely work because bots exhibit ‘bot-like’ behaviors. In future, adversaries are likely to adapt to make their bots harder to detect. A good regulatory response would recognize that bot detection may never be perfect, but would require social media platforms to make their best efforts to do it.

\textsuperscript{148} Any law should stop short of mandating full ‘algorithmic transparency’ since: (a) a platform’s precise algorithmic formula is sensitive commercial information; and (b) social media algorithms are so complex and quick to self-learn, that they are increasingly not readily understandable to their creators, let alone the public. Therefore, requiring the algorithmic formula to be disclosed would be disproportionately damaging to firms, and may not provide much relevant information to the public.
with researchers who are studying the impacts of their algorithms. Together, these interim steps could increase pressure on social media firms to agree to industry public interest standards for their own algorithms, without need for further government intervention.

5.4 **Prepare the public for CEI-OPS**

Australia will not be able to deter or prevent all instances of CEI-OPS. However, it can minimize their impact. By making people and institutions less susceptible to CEI-OPS, the Government can frustrate the strategic objectives behind CEI-OPS campaigns. In particular, the Government should:

1. **Ensure national media remains well-funded and independent.**
   Transparency and exposure are the antithesis of covert intervention.\(^{149}\) Moreover, given the way in which CEI-OPS campaigns attempt to manipulate perception and belief, attempts to attribute and discredit them must be highly credible. When it comes to attributing CEI-OPS campaigns to foreign adversaries, the Government may not have sufficient credibility to make a ‘trust us’ call to the public. Researchers and journalists are likely to be viewed more favorably.\(^{150}\) To date, these actors have played a very important role in unveiling foreign interference and, especially with regard to China, “countering false CCP narratives.”\(^{151}\) They are likely to continue to play an important role in identifying and countering CEI-OPS. Accordingly, the Government must ensure that the CEI-OPS threat informs national media and higher-education policy. It should recognize that maintaining a well-funded public broadcaster and robust traditional media sector is not just necessary for a well-functioning democracy, but also has national security implications. A strong traditional media sector also prevents people reverting to social media for news—a positive, since the existing

---


150 Munro.

business models of these platforms favor CEI-OPS. The Government should also consider providing grant funding to journalists and researchers who are developing digital tools, like fact-checking websites, that can help to expose CEI-OPS. These tools often rely on artificial intelligence and can therefore be expensive, underscoring the need for Government subsidies. The Government should also pass more stringent foreign media ownership laws and require journalists and researchers to disclose links to foreign organizations, in order to safeguard their independence.

2. **Consider the creation of a “special media forces.”** As Part 3 discussed, China may be more likely to engage in CEI-OPS if tensions over a particular territorial dispute intensify. In these circumstances, generating trusted facts about the situation on the ground will be imperative, but private journalism might be impeded by the high-tension environment. One option is to consider developing deployable and mobile “counter-CEI-OPS” units. Like military special forces units, these would be small and readily deployable, but they would not engage in combat activities. Instead, they would be “armed with weapons of information…discovery and dissemination.”

3. **Introduce certification standards for audio-visual records.** Currently, “the existence of high-quality recorded video or audio evidence is usually enough to settle a debate about what happened in a given dispute.” However, as Figure 2A showed, advances in artificial intelligence are enabling increasingly realistic forgeries of audio-visual materials. Forged information can be used as part of a CEI-OPS campaign. To reduce this risk, the Government should consider introducing standards for official “certification” of audio and video, in circumstances where documentary evidence

---


would ordinarily need to be officially certified. Certification of these media is increasingly technologically feasible. The Australian Federal Police should also ensure it is investing in technology that will permit it to screen for and detect audio-visual forgeries.

Conclusion

The Information Age has brought significant economic and social benefits to Australia. However, advances in information and communications technology have also exposed Australia’s public square to an unprecedented threat of distortion and manipulation. The public square is the lifeblood of democracy; ensuring it is protected should be a matter of national urgency. However, the threat that Australia faces from CEI-OPS has been significantly underappreciated. This is despite the fact that Russia’s CEI-OPS campaigns against the United States should have served as a warning signal to democracies the world over. Australia lacks the vocabulary to even discuss the CEI-OPS threat, and a coherent strategy to protect itself from it. It is therefore recommended that PM&C develop a coordinated National Counter Cyber-Enabled Interference Strategy that addresses at least four elements: (i) understanding the threat and lifting the quality of public and political debate about it; (ii) deterring potential state adversaries including but not limited to China; (iii) protecting the public square by reducing the means and opportunity for adversaries to conduct CEI-OPS; and (iv) preparing the public for CEI-OPS to inoculate the country from their effect.