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Introduction

The early years of the Internet were marked by a libertarian optimism 
about its decentralizing and democratizing effects. Information would 
be widely available and undercut the monopolies of authoritarian gov-
ernments. Big Brother would be defeated. President Clinton believed 
that China would liberalize and that Communist Party efforts to con-
trol the Internet were like trying to “nail jello to the wall.”1 The Bush 
and Obama administrations shared this optimism and promoted an 
Internet Freedom Agenda that included subsidies and technologies to 
assist dissidents in authoritarian states to communicate. 

Today, in the face of successful Chinese control of what citizens can 
see and say on the Internet and Russian use of the Internet to interfere 
in the 2016 American election, the United States (and allied democ-
racies) find themselves on the defensive.  The expected asymmetries 
seem to have been reversed. Autocracies are able to protect themselves 
by controlling information flows, while the openness of democracies 
creates vulnerabilities that autocracies can exploit via information 
warfare. Ironically, one cause of the vulnerabilities has been the rise of 
social media and mobile devices in which American companies have 
been the global leaders. Citizens voluntarily carry Big Brother and 
his relatives in their pockets. Along with big data and artificial intel-
ligence, technology has made the problem of defending democracy 
from information warfare far more complicated than foreseen two 
decades ago. And while rule of law, trust, truth and openness make 
democracies asymmetrically vulnerable, they are also critical values 
to defend.  Any policy to defend against cyber information war must 
start with the Hippocratic oath: first, do no harm. 
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Information Warfare: 
What’s New and What’s Not

The use of information as an instrument of conflict and manipulation in 
international politics has a long history. Britain manipulated information 
to move American opinion in the direction of war with Germany both in 
1917 and 1941. The United States and the Soviet Union both used broad-
casts, covert organizations, and funds to interfere in foreign elections 
during the Cold War.2 And more narrowly, in battlefield situations in Iraq 
or in the campaign against ISIS, information was an important tool. In 
recent years, Russia’s hybrid war against Ukraine has encompassed both 
cyber attacks and manipulation of information. Information operations are 
a critical component of modern warfare.3  

Russia has used propaganda to express preferences for candidates in Amer-
ican elections since at least 1964, but new technologies have amplified their 
impact enormously.4 According to former CIA Director Michael Hayden, 
Russian interference in the 2016 election was “the most successful covert 
influence campaign in recorded history.” 5 For example, Russian operatives 
used Facebook to publicize 129 staged events, drawing attention of 340,000 
users; 10 million people saw ads paid for by Russian accounts; and 126 
million Americans saw posts by 470 accounts affiliated with the Russian 
Internet Research Agency.6 A study by Twitter reported that 50,000 Rus-
sia-linked accounts were automated and tweeted election related content.7 
Reports released by the Senate Intelligence Committee estimate that the 
Russian campaign reached not only the 126 million people on Facebook 
but another 20 million more on Instagram.8 Some Russian messages were 
crafted to support particular candidates while others were designed to 
create a general sense of chaos. Still others were micro-targeted to sup-
press voting by particular demographic groups such as African-Americans 
or younger voters. While skeptics argue that Russian efforts were a small 
percentage of the total content on the Internet, “for sub-groups of targeted 
Americans, the messaging was perhaps ubiquitous.”9

Before the Internet, such operations involved costly training and movement 
of spies across borders, establishment of foreign bank accounts, and transfers 
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of cash. Now similar effects can be accomplished remotely at much lower 
cost. It is much easier to send electrons across borders than human agents. 
Ransoming a failed spy can be costly, but if no one clicks on a phishing e 
mail, it is simple, deniable, and virtually free to send another.  In 1983, when 
the KGB seeded the rumor that AIDS was the product of U.S. government 
experiments with biological weapons, the rumor started with an anonymous 
letter to a small New Delhi newspaper and then was propagated globally but 
slowly over several years by widespread reproduction and constant repetition 
in conventional media. It took four years to reach full fruition.10 In 2016, an 
updated version of the same technique was used to create “Pizzagate,” the 
bizarre rumor that Hillary Clinton’s campaign manager ran a child sex ring 
in a Washington restaurant. It spread instantly on the Internet. What’s new 
is not the basic model; it’s the speed with which such disinformation can 
spread and the low cost of spreading it. 

With its armies of paid trolls and botnets, along with outlets such as 
Russia Today (RT) and Sputnik, Russian intelligence, after hacking into 
the e-mails of the Democratic National Committee and senior Clinton 
campaign officials, could distract and disrupt news cycles week after 
week without setting foot in the United States. And it could also count on 
the witting and unwitting help of organizations like Wikileaks. Russian 
messages aimed at priming, framing, agenda setting and contagion were 
accelerated by US media that were too quick and unreflective in using 
the Russian phrasing and frames.11 American voters are subject to many 
influences, and there were many potential causes of the narrow outcome of 
the 2016 election. It is far too simple just to blame manipulation of social 
media. As social scientists say, the outcome was “overdetermined.” But 
whatever its effects on the particular election outcome, Russia was able to 
accomplish its deeper goal of sowing disruption and discrediting the dem-
ocratic model. It successfully undercut American soft power. 
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Soft Power and Sharp Power

Many Russian books and articles claim that “the death blow to the Soviet 
Union came not from NATO conventional forces but from an imperialist 
information war that Russia lost.”12 From the Kremlin’s perspective, color 
revolutions in neighboring countries and the Arab Spring uprisings in 2011 
were examples of the United States using soft power as a new form of hybrid 
warfare. “Authoritarian governments do not just fear that their citizens 
will use the Internet to organize and rebel; they also believe that democra-
cies use the Internet to advance pro-democracy narratives to undermine 
their regimes.”13 While that may not have been the intention of the Obama 
Administration in Ukraine, Russia felt it needed to respond. The concept of 
soft power was incorporated into Russia’s 2013 Foreign Policy Concept, and 
in March 2016, Russian Chief of General Staff Valery Gerasimov stated that 
since responding to such foreign threats using conventional troops is impos-
sible; they must be counteracted with the same hybrid methods.14 However, 
Russian and American views of soft power differ.

 Power is the ability to affect others to get what you want, and that can be 
done through coercion, payment, and attraction. Some think soft power 
means any action other than military force, but this is wrong. Soft power is 
the ability to get what you want through attraction and persuasion rather 
than coercion or  payment. While it relies in part on information, it dif-
fers from the coercive manipulation of information because it rests on the 
voluntarism of the subject. The soft power of attraction can be used for 
offensive purposes but if the degree of manipulation is so deceptive that 
it destroys voluntarism, the act becomes coercive and is no longer soft 
power. This manipulative use of information has recently been dubbed 
“sharp power.” 15 Countries have long spent billions on public diplomacy 
and broadcasting in a game of competitive attractiveness – the “battle for 
hearts and minds.” Soft-power instruments like the Marshall Plan and 
the Voice of America helped to determine the outcome of the Cold War 
through attraction. But the US also used deceptive sharp power in the form 
of covert support for publications and political parties. 

After the Cold War, Russian elites believed that European Union and 
NATO enlargement, and Western efforts at democracy promotion, were 
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designed to isolate and threaten Russia. In response, they tried to develop 
Russian soft power by promoting an ideology of traditionalism, state 
sovereignty, and national exclusivity. This attracted support in countries 
like Hungary, where Prime Minister Victor Orbán promoted “illiberal 
democracy,” as well as among the diaspora along Russia’s borders, in 
impoverished countries of Central Asia, and among right-wing populist 
movements in Western Europe. But Russian soft power was quite limited.  
What Russia lacks in soft power, however, it has made up with its sharp 
power manipulation of social media.  

In 2007, President Hu Jintao told the 17th Congress of the Chinese Com-
munist Party that China needed to increase its soft power, and it has been 
spending billions on broadcasting, exchange programs and Confucius 
Institutes to teach Chinese language and culture.16 In addition China’s 
impressive economic performance has added to its attractiveness. David 
Shambaugh estimates that China spends $10 billion a year on its soft power 
instruments, but it has earned a modest return on its investment. The “Soft 
Power 30” index ranks China 27th (and Russia 28th) out of 30 countries 
assessed, far below the US and European democracies.17 But China also 
goes beyond soft power and tries to exercise discourse control and export 
censorship beyond its borders by manipulation of visas, threatening loss of 
access to its markets, control of its information companies, covert broad-
casting and payments to foreign groups and politicians. While China has 
not tried to disrupt the American political process to the extent that Russia 
has, it has used cyber and other means to intervene in politics in other 
countries. As Eric Rosenbach and Katherine Mansted point out, demo-
cratic civil society actors are often “ the primary agents for much of the soft 
power  appeal of the U.S. system of government. This dynamic means that 
authoritarian states do not just view control of their information environ-
ments as a domestic matter; they increasingly believe that offensive action 
might be required to counter what they perceive as foreign information 
incursions.”18

 Other authoritarian countries such as North Korea and Iran manipulate 
information to undercut American power, but Russia and China are the 
most important. Russian interference in European democracies’ domestic 
politics is designed to reduce the attractiveness of NATO, the embodiment of 
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Western hard power, which Russia views as a threat. In the nineteenth cen-
tury, the outcome of contests for mastery of Europe depended primarily on 
whose army won; today, it also depends on whose story wins.19  Or as Singer 
and Brooking argue, “these new wars are not won by missiles and bombs, 
but by those able to shape the story lines that frame our understanding…” 20 
In addition to formal public diplomacy organizations like Russia Today and 
Sputnik, Russian intelligence units and their proxies generate false informa-
tion that can later be circulated and legitimated as if it were true. And it is 
easy and cheap to send such disinformation across borders. 

Authoritarian sharp power has disrupted Western democratic processes 
and tarnished the brands of democratic countries, but it has done little to 
enhance the soft power of its perpetrators—and in some cases it has done 
the opposite. For Russia, which is focused on playing a spoiler role in inter-
national politics, that could be an acceptable cost. China, however, is a rising 
power that requires the soft power of attraction to achieve its objectives 
as well as the coercive sharp power of disruption and censorship. These 
two goals are hard to combine. In Australia, for example, public approval 
of China was growing until the revelation of its use of sharp power tools, 
including meddling in Australian politics, set it back considerably. In other 
words, Chinese deceptive sharp power undercut its soft power. 

Although sharp power and soft power work in very different ways – attrac-
tion vs. coercion -- the distinction between them can sometimes be hard 
to discern in particular instances and that complicates the response to 
authoritarian sharp power. Attraction and persuasion involve choices 
about how to frame information. When that framing shades into deception 
which limits the subject’s voluntary choices it crosses the line into coercion. 
Openness and limits on deliberate deception distinguish soft from sharp 
power.  When RT or Xinhua broadcast openly in other countries, they are 
employing soft power. Similarly, properly labeled advertising in Ameri-
can media are legitimate exercises of soft power. If their messages are too 
blatantly propagandistic, they will not attract support and thus fail to pro-
duce soft power, but democracies can deal with open information. When 
the authoritarian states covertly back radio stations in other countries, or 
secretly promote news on social media, that deception crosses the line into 
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sharp power. Transparency and proper disclosure is necessary to preserve 
the principle of voluntarism that is essential to soft power. 

As democracies respond to sharp power, we have to be careful not to 
undercut our own soft power by imitating the authoritarian model. Much 
of American soft power comes from our civil society—Hollywood, uni-
versities, and foundations more than from official public diplomacy 
efforts—and closing down access or ending openness would undercut 
our crucial asset. Authoritarian countries such as China and Russia have 
trouble generating their own soft power precisely because of their unwill-
ingness to free the potential talents in their civil societies – witness Chinese 
censorship of its film industry or the harassment of the artist Ai Weiwei 
which undercut its soft power overseas. Moreover, shutting down legiti-
mate Chinese and Russian soft power tools can be counter-productive. For 
example, if China and the United States wish to avoid conflict, exchange 
programs that increase American attraction to China, and vice versa, can 
be good for both countries. And on transnational challenges which pose 
a shared threat such as climate change, soft power can help build the trust 
and networks that make cooperation possible. But the programs have to be 
open and transparent to pass the test of soft power.

It would be a mistake, therefore, to prohibit Russian and Chinese soft 
power efforts simply because they sometimes shade into sharp power. 
Congress has required that RT be registered as a foreign entity, but it 
would be a mistake to go further and ban its broadcasts. At the same time, 
it is important to monitor the dividing line carefully. Take the 500 Con-
fucius Institutes and 1,000 Confucius classrooms that China supports in 
universities and schools around the world to teach Chinese language and 
culture. Government backing does not mean they are necessarily a sharp 
power threat. Only when a Confucius Institute crosses the line and tries to 
infringe on academic freedom (as has occurred in some instances) should 
it be treated as sharp power intrusion and be closed.

Democracies must also be careful about our own offensive information 
actions. It may make sense to establish an American “political warfare” 
capability and strategy in an age of hybrid warfare, but a good strategy 
must be carefully designed and implemented.21 Public diplomacy and 
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broadcasting should be public. It would be a mistake to imitate the author-
itarians and use major programs of covert information warfare as we did in 
the Cold War. Such actions will not stay covert for long and when revealed 
would undercut our soft power as we saw in the 1970s when many CIA 
covert cultural operations were disclosed. Some argue that in the infor-
mation struggle against authoritarian systems, democracies should use 
every weapon available and not worry about nice distinctions between soft 
and sharp power. However, the two types of power are hard to combine 
successfully in the long term, and some apparent arrows in the quiver of 
political warfare may turn out to be boomerangs. In the long term, central 
manipulation of information can make authoritarian states brittle, and 
openness may make democracies more resilient.

In the realm of defensive measures, democratic governments must counter 
the authoritarians’ aggressive information warfare techniques (as we shall 
see below), but openness remains the ultimate defense of liberal societies. 
The press, academics, civic organizations, government, and the private sector 
should focus on exposing information warfare techniques, inoculating the 
public by exposure. Openness is a key source of democracies’ ability to attract 
and persuade. As Henry Farrell and Bruce Schneier point out, information 
plays a very different role in legitimizing the political order of autocracies than 
in democracies.22 Even with the mounting use of sharp power, we have little 
to fear in open competition with autocracies for soft power. If we succumb to 
temptation and lower our standards to the level of our authoritarian adversar-
ies, democracies will squander our key advantage.23
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Technology, New Tools, 
and Remedies 

The authoritarian threat to democracy takes a number of forms ranging 
from the corruption of election machinery to the manipulation of voters 
through fake news, through the targeting and destruction of particular 
candidates, the creation of inauthentic groups to generate or exacerbate 
conflict, and the creation of chaos and disruption to discredit the dem-
ocratic model. In the 2016 American presidential election, for example, 
Russians scanned election systems in at least 22 states; hacked into individ-
ual emails and leaked out the contents; and created fake accounts, trolls, 
and disinformation to disrupt the political process. 

Hacking Electoral Systems  

The most direct way to corrupt democracy is to manipulate the electoral 
systems and alter the calculations of voting. This can be accomplished 
through hacking into voting machines or into the rolls of registered voters. 
This is a particular problem with older voting machines which do not have 
a paper backup, but now 80 per cent of Americans vote on machines that 
incorporate paper ballots or backups. Since 2016, many state voter regis-
tration data bases have been hardened against outside attacks. A number 
of civic organizations have developed programs to alert and train local 
election officials. State election officials are gaining security clearances to 
permit access to federal threat information, and in 2018 all 50 states and 
more than 1000 localities opened a center to exchange data. While hacking 
election systems remains possible, it is increasingly difficult to rig enough 
decentralized devices and records to change the outcome of a national 
election. The Department of Homeland Security has declared that election 
systems are part of the national critical infrastructure and that makes it 
now easier to share threat information with state and local officials. Russia 
does not need to hack into machines to create mistrust about election 
results. Some of the damage is self-inflicted by American politicians and 
media, but the press seemed more alert to this danger in the 2018 mid-
term elections than it had been in 2016. Creating and publicizing a good 
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process is essential. While important, hacking into machines may be the 
most straightforward and easiest part of the puzzle to solve.24 

Disseminating Fake News 

The term “fake news” has become a political epithet, but as an analytical 
term, it describes deliberate disinformation that is presented in the format 
of a conventional news report.25 Again, the problem is not completely 
novel. In 1924, Harpers’ Magazine published an article about the dangers 
of “fake news”, but today two-thirds of American adults get some of their 
news from social media where algorithms can be easily be gamed for profit 
or malice. What is different about social media is that they rest on a busi-
ness model which lends itself to outside manipulation. Many organizations, 
both domestic and foreign, amateur, criminal and governmental are skilled 
at reverse engineering the ways that tech platforms parse information. To 
give Russia credit, it was one of the first governments to understand how to 
weaponize social media.

 The Internet has flooded the world with information and when people 
are overwhelmed with the volume of information confronting them, they 
find it hard to know what to focus on. Attention rather than information 
becomes the scarce resource to capture. Friends become pointers and 
filters. Big data and artificial intelligence allow micro-targeting of com-
munication so that people’s information is limited to a “filter bubble” of 
the like-minded. The so-called “free” services of social media are based 
on a profit model in which the user or customer is actually the product, 
and their information and attention is sold to advertisers.  Algorithms 
are designed to learn what keeps users engaged so that they can be served 
more ads and produce more revenue. 

Emotions such as outrage stimulate engagement, and false news which is 
outrageous has been shown to engage more viewers than accurate news. 
A study of demonstrations in Germany, for example, found that “You-
Tube’s algorithm systematically directs users toward extremist content… 
It looks like reality, but deforms reality because it is biased toward watch 
time.”26 False news is often more outrageous than accurate news, and one 
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study found that falsehoods on Twitter were 70 percent more likely to be 
retweeted than accurate news.27 Fact checking by conventional news media 
is often unable to keep up in the race for attention, and sometimes can be 
counterproductive by drawing more attention. The nature of the social 
media profit model can be exploited as a weapon by states and non-state 
actors alike. 

Recently Facebook chief executive Mark Zuckerberg wrote that “in 2016, 
we were not prepared for the coordinated information operations we 
regularly face. But we have learned a lot since then and have developed 
sophisticated systems that combine technology and people to prevent elec-
tion interference on our services.” Such efforts include automated programs 
to find and remove fake accounts; featuring Facebook pages that spread 
disinformation less prominently than in the past; issuing a transparency 
report on the number of false accounts removed; verifying the national-
ity of those who place political advertisements; hiring 10,000 additional 
people to work on security; and improving coordination with law enforce-
ment and other companies over suspicious activity.28 Even so, the arms 
race will continue between the social media companies and the states and 
non-state actors who invest in ways to exploit their systems.29  Artificial 
intelligence cannot alone solve this problem. It turns out to be far easier 
to develop an algorithm that identifies nudity than one that identifies hate 
speech. In 2018, Facebook reported that only 38 percent of hate speech was 
flagged by its internal systems compared to 96 percent of adult nudity.30

Ironically, because it is often more sensational and outrageous, fake news 
travels further and faster than real news and that makes it profitable. False 
information on Twitter is retweeted by many more people and far more 
rapidly than true information, and repeating false information, even in a 
fact-checking context, may increase an individual’s likelihood of accepting 
it as true.31  The Internet Research Agency in St Petersburg “spent more 
than a year creating dozens of social media accounts masquerading as local 
American news outlets.”32 Sometimes the reports favored a candidate, but 
often they were designed to give an impression of chaos, disgust and to 
suppress voter turn-out.
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When Congress passed the Communications Decency Act in 1996, social 
media companies were treated as neutral telcoms providers where cus-
tomers could communicate with each other, but this model of pipes that 
ignores content is clearly outdated. Under political pressure, the major 
companies have begun to police their networks more carefully and take 
down obvious fakes, including those propagated by botnets, but the ques-
tion of limits on free speech is a problem. While machines and foreign 
governments have no First Amendment rights (and private companies are 
not bound by the First Amendment in any case), some abhorrent domestic 
groups and individuals have free speech rights in our democracy and they 
can serve as intermediaries for foreign influencers. Foreign manipulation 
of accurate news about polarized American actors may have more impact 
than fake news. The damage done by foreign actors may be less than the 
damage we do to ourselves through polarized political rhetoric and tactics. 

The social media companies have now encountered political controversy about 
their censorship of hate speech and conspiracy theorists. Companies want to 
avoid regulation, but legislators criticize them for both sins of omission and 
commission. This part of the problem will not be easy to solve because it raises 
trade-offs among our important values. Experience from European elections 
suggests that investigative journalism and alerting the public in advance can 
help inoculate against disinformation campaigns, but the problem of fake news 
is likely to remain a cat and mouse game between companies and fakers (both 
foreign and domestic) as part of the continual background noise of elections.33  

Manipulating False Actors and 
Creating Astroturf Groups 

Artificial actors can be created and manipulated to create chaos, social con-
flict, and disrupt the political process. Successful infiltration of the political 
process requires the creation of fake social media profiles that appear to 
be authentic, and then their coordination into false grass roots groups. 
For instance, in May 2016 there was a confrontation in Houston between 
demonstrators for and against a mosque screaming at each other (and 
being videoed for the Internet) but both the pro and anti-mosque protests 
had been planned and promoted by trolls in Russia.34 A Russian-created 
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account @Blacktivist had 360,000 likes on Facebook – more than the ver-
ified BlackLivesMatter account on Facebook. A Russian created group 
posted authentic video of black and white people hitting each other to 
exacerbate racial animosity. “Not only did the Kremlin create individuals 
and organizations on both sides of wedge issues, they also used targeted 
advertising to reach the audiences that they believed would be most 
receptive.”35 Other actions were to harass candidates or influential people 
with organized trolling, including botnets, to the point that they dropped 
offline.  Again, companies can monitor their platforms and public exposure 
can help, but it is difficult to prevent external manipulation of domestic 
divisions by analysis of big data and micro-targeting sensitive groups. On 
the other hand, taking down fake accounts and artificial actors is less likely 
to encounter the thorny censorship and free speech problems that plague 
the fake news problem. 

Using Artificial Intelligence 
and Deep Fake Videos 

Computers have long been used to generate and manipulate images, but 
fake images were often detectable by shifts in lighting and voices were often 
slightly off in cadence or tone. Now with artificial intelligence and deep 
machine learning, it is “possible to doctor images and video so well that it 
is difficult to distinguish manipulated files from authentic ones.” And with 
“generative adversarial networks, the algorithm works by getting really 
good at fooling itself.”36 Distributed ledger technologies may help in verifi-
cation, but blockchain solutions may not be quick enough to prevent deep 
damage to political reputations. 

When introduced late in a campaign, deep fakes may remain credible for 
long enough to alter an election result, particularly if they are embedded 
as brief offhand offensive remarks in otherwise authentic video.  While 
companies are investing in research on counter measures such as digital 
watermarks, it is far from clear that the defensive technologies of detection 
will advance as rapidly as the offensive technologies of deception. Nonethe-
less, artificial intelligence may eventually help the defense as much as the 
offense if we invest in it. 
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A Strategy for Response 

The defense of democracy in an age of cyber information war cannot rely 
on technology alone. It will require a strategy with several strands, and will 
have to involve many government departments, close coordination with 
the private sector, and will best be coordinated from the White House. The 
key elements will include domestic resilience and defense; deterrence, and 
diplomacy. 

Domestic resilience 

Some steps are underway; others remain to be taken. Progress has been 
made on training and support of local election officials and upgrading 
the security of election infrastructure including paper backups.37 Political 
parties, candidates and staffs have become more alert to the importance of 
basic cyber hygiene such as encryption and dual authentication, but phish-
ing is always a danger and volunteers are often untrained. Various civic 
organizations are focused on the problem and investigative journalism and 
independent fact-checking has helped to alert the public and inoculate 
against some of the cruder forms of sharp power. 

Laura Rosenberger of the Alliance for Assuring Democracy has suggested 
a number of further steps such as an honest ads act which would apply the 
same rules to online political advertising as apply to such ads on TV;  a rule 
requiring social media companies to disclose any bots on their platform, 
and prohibit candidates and parties from using bots; creating a better legal 
framework for protection of data privacy; and enhancing better mecha-
nisms for information sharing among government agencies and with the 
private sector.38 

The social media platforms are crucial to coping with this problem, but  
rather than heavy handed regulation a process should be set up for contin-
ual consultation and sharing of information between the companies and 
government. Rather than turn the companies into purely private censors, 
The Economist has recommended making the companies more publicly 
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“accountable for their procedures: clarify the criteria applied to restrict 
content; recruit advisory bodies and user representatives to help ensure 
that these criteria are applied; give users scope to appeal against decisions. 
They also need to open their algorithms and data to independent scrutiny, 
under controlled conditions.”39

 Independent bipartisan boards or commissions might enhance algo-
rithmic accountability without revealing proprietary information in a 
damaging way. Rather than try to break up the companies or deprive 
them of all autonomy, it would be better to have them monitor their sys-
tems more effectively and in a publicly more accountable manner. As Alex 
Stamos has argued, the companies will “need to act in a quasi-governmen-
tal manner, making judgments on political speech and operating teams 
in parallel to the US intelligence community, but we need more clarity on 
how these companies make decisions and what powers we want to reserve 
to our duly elected government.”40 But given the transnational scale of the 
companies, there will have to be provisions for cultural differences about 
values like privacy and fairness, and companies will have to obey local 
laws. Few other countries share American “First Amendment absolutism”, 
and that includes allied democracies like Germany and France.41 

More generally, a successful strategy would have to focus on raising the 
general level of cyber hygiene in society and government. This would not 
solve the problem, but it could remove the most vulnerable low hanging 
fruit and make the tasks of attackers more costly. Stronger cyber defense 
measures are like vaccinations in term of creating public goods, and legal 
frameworks could be developed to encourage this. The 2016 problems of 
hacking and doxing political e-mails could be made more difficult if dual 
factor identification and encryption were more widespread. Much could 
be done to encourage development of higher standards in software by 
revising liability laws, and encouraging the development of the cyber insur-
ance industry as the number of points of vulnerability to cyber intrusion 
expands exponentially with the Internet of Things.42  Similarly, more can be 
done to improve the quality of cyber security in government agencies both 
by new investment and by raising standards. 
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Deterrence

Some skeptics believe that deterrence does not work in cyber conflict, at 
least not in the gray zone of hybrid warfare below the level governed by the 
law of armed conflict. They often cite the case of the 2016 election where 
President Obama personally warned President Putin to desist in Septem-
ber but to no avail, and where American intelligence officials have told the 
Congress that Russian interference continues. But the case is not definitive 
because American responses were inhibited by domestic politics in both 
parties. In September 2018 President Trump signed an executive order 
enabling sanctions (which include asset freezes and prohibitions from 
doing business) and defined foreign interference as efforts to “influence, 
undermine confidence in, or alter the result or reported result” of an elec-
tion or “undermine public confidence in election processes or institutions.” 
That broad definition would cover anything from state-sponsored social 
media campaigns to altering vote tallies. Its effectiveness remains to be 
seen, but deterrence must be a crucial part of a successful strategy.

Understanding deterrence in cyberspace is often difficult because our 
minds are captured by Cold War images of deterrence as threatening 
massive retaliation to a nuclear attack by nuclear means. The analogy to 
nuclear deterrence is misleading, however, because the aim with nuclear 
explosions is total prevention. In contrast, many aspects of cyber behavior 
are more like other behaviors, such as crime, that governments strive only 
imperfectly to deter. Moreover, cyber deterrence need not be limited to 
cyber responses, but can cross domains.  There are four major mechanisms 
to reduce and prevent adverse actions in cyberspace: threat of punishment, 
denial by defense, entanglement, and normative taboos. None of these four 
mechanisms is perfect, but together they illustrate the range of means by 
which it is possible to reduce the likelihood of adverse acts causing harm. 
They can complement one other in affecting actors’ perceptions of the costs 
and benefits of particular actions.43

Deterrence by defense involves many of the steps we already wish to take to 
enhance our resilience, and by hardening ourselves as a target, we affect the 
ratio of costs to benefits that an attacker expects. If the targets are soft and 
the costs are low, the temptations are greater. That need not be the case.  
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Deterrence by entanglement refers to situations where an attacker holds 
back because the interdependence is so great that damaging the target may 
damage oneself. That level of interdependence does not exist between the 
US and Russia, Iran or North Korea. And despite some progress in the UN 
Group of Government Experts that reported in 2015 on development of 
norms restricting damage to civilian targets, cyber taboos are not as strong 
as they are, for example, in biological weapons. It is interesting, however, 
that after the events of 2016, the US added electoral processes to a list of 16 
critical civilian infrastructures as a signal. 

Deterrence by threat of retaliation remains a crucial but underutilized 
aspect of deterrence of cyber attack. There has been no attack on our elec-
trical systems despite the reported presence of Chinese and Russians on 
the grid. Pentagon doctrine has announced that we will respond to damage 
with any weapon of our choice, and deterrence seems to be working at that 
level. Presumably it could be made to work in the gray zone of hybrid war-
fare as well if we had not been so pusillanimous in our responses to 2016 
and 2017. Since American intelligence is reported to carry out espionage 
in Russian and Chinese networks, one could imagine that we discover 
embarrassing facts about the hidden assets of foreign leaders which we 
could threaten to disclose or bank accounts we could shut. Similarly, we 
could go further in applying economic and travel sanctions against author-
itarians’ inner circles. The diplomatic expulsions and indictments that have 
occurred thus far are only a first step toward strengthening our deterrent 
threat of retaliation. 

Diplomacy 

Negotiating treaties for cyber arms control involves a number of problems, 
but this does not make diplomacy impossible. In the cyber realm, the differ-
ence between a computer program that is a weapon and a non-weapon may 
come down to a single line of code, or the same program can be used for 
legitimate or malicious purposes depending on the intent of the user. Thus 
it will be difficult to anathematize the design, possession, or even implanta-
tion for espionage of particular programs. In that sense, cyber arms control 
cannot be like the nuclear arms control that developed during the Cold War. 
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Verification of the absence of a stockpile of zero day exploits would be vir-
tually impossible, and even if it were assured, the stockpile could quickly be 
re-created. Unlike physical weapons, for example, it would be difficult to reli-
ably prohibit possession of the whole category of cyber weapons. 

But if traditional arms control treaties are too difficult, it may still be 
possible to set limits on certain types of civilian targets, and to negotiate 
rough rules of the road for behavior that limits conflict.  For example, the 
US and Soviet Union negotiated an Incidents at Sea Agreement in 1972 
to limit naval behavior that might lead to escalation. The US and Russia 
might negotiate limits to their behavior regarding each other’s domestic 
political processes, in which we would draw a line between activities that 
constitute soft power and those that cross the line into sharp power.   Even 
if they cannot agree on precise definitions they could exchange unilateral 
statements about areas of self-restraint and establish a consultative process 
to prevent escalation. Such a procedure of exchanging unilateral statements 
could protect democratic non-governmental organizations’ right to criti-
cize authoritarians while at the same time creating a framework that limits 
governmental escalation.

Skeptics object that such an agreement is impossible because of the differ-
ence in values between our two societies, but even greater differences did 
not prevent agreements related to prudence during the Cold War. Skeptics 
also say that since elections are meaningless in Russia, they would have no 
incentive to agree, but this ignores the potential threat of our retaliation 
across domains as discussed above. Others object to the implied moral 
equivalence, but since our democracy is more open and we have more to 
lose in the current situation, that should not hold us back from pursuing 
our self interest in developing a norm of restraint in this gray area. 

As Jack Goldsmith puts it, “The United States needs to draw a strong prin-
cipled line and defend it. That defense would acknowledge that the United 
States has interfered in elections itself, renounce those actions and pledge 
not to do them again; acknowledge that it continues to engage in forms 
of computer network exploitations for various purposes it deems legiti-
mate; and state precisely the norm that the United States pledges to stand 
by and that the Russians have violated.”44  This would not be unilateral 
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disarmament on our part since we would draw the line between soft and 
sharp power; overt programs and broadcasts would continue to be allowed. 
We would not object to the content of others’ political speech but to how 
they pursue it through covert coordinated inauthentic behavior. Non-state 
actors often act as proxies of the state in varying degrees, but the rules 
of the road would require their open identification. Even if adherence to 
such rules of the road were imperfect on the part of authoritarian states, 
a reduction of their level of interference could make our defense of our 
democracy more feasible.45 

Conclusions

Democracy depends upon open information that can be trusted. Authori-
tarian states can exploit and weaponize this openness. Information warfare 
is not new, and it has always presented a challenge to democracy, but 
technology has transformed the nature of the challenge. What’s new is the 
speed with which such disinformation can spread and the low cost and 
visibility of spreading it. The Internet has expanded the information attack 
surface and the instruments that can exploit it. Electrons are cheaper, 
faster, safer, and more easily deniable than human spies. What is more, 
the business models of the large American social media companies can be 
readily manipulated by malign actors for criminal or political purposes. 
But as democracies respond to such challenges, they run the risks both 
of doing too little, but also too much. Measures that curtail openness and 
trust would become self-inflicted wounds.  This will be true of both the 
defensive and offensive measures that democracies undertake. Imitation of 
the authoritarian practices would be a defeat.  

In the case of Russian interference in the 2016 presidential election, the 
United States was poorly prepared and inadequate in its response. Differ-
ent vectors of attack require different measures. Hacking and doxing of 
political actors requires greater awareness and practice of cyber hygiene. 
Hacking of electoral machinery and voter rolls requires more robust 
machines and audit trails as well as improved federal, state and local coop-
eration. Thwarting and removing false accounts, botnets, sockpuppets and 
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astroturf actors requires strong action and cooperation among social media 
companies. Dealing with fake news designed to polarize, disrupt and sup-
press voting also requires action by the companies but with procedures for 
protecting transparency in algorithms and processes that reveal difficult 
trade-offs regarding free speech. None of this will be solved easily. In some 
cases, artificial intelligence will help the offense, in other cases the defense. 
The game of cat and mouse does not end; it must be continually monitored. 

At a more general level, a national strategy for defending democracy in the 
cyber age must include all three dimensions of resilience, deterrence and 
diplomacy. American actions have been inadequate on all three dimen-
sions but some useful steps have begun, and this discussion has suggested 
more that can be done.  We are only at the beginning of a long process of 
protecting democracy in an era of cyber information war. 
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