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About the Technology and 
Public Purpose Project (TAPP)
The arc of innovative progress has reached an inflection point. It is our 
responsibility to ensure it bends towards public good.

Technological change has brought immeasurable benefits to billions through 
improved health, productivity, and convenience. Yet as recent events have 
shown, unless we actively manage their risks to society, new technologies 
may also bring unforeseen destructive consequences.

Making technological change positive for all is the critical challenge of our 
time. We ourselves - not only the logic of discovery and market forces - 
must manage it. To create a future where technology serves humanity as a 
whole and where public purpose drives innovation, we need a new approach. 

Founded by Belfer Center Director, MIT Innovation Fellow, and former 
U.S. Secretary of Defense Ash Carter, the TAPP Project works to ensure that 
emerging technologies are developed and managed in ways that serve the 
overall public good. 

TAPP Project Principles:

1. Technology’s advance is inevitable, and it often brings with it much 
progress for some. Yet, progress for all is not guaranteed. We have 
an obligation to foresee the dilemmas presented by emerging 
technology and to generate solutions to them.  

2. There is no silver bullet; effective solutions to technology-induced 
public dilemmas require a mix of government regulation and 
tech-sector self-governance. The right mix can only result from 
strong and trusted linkages between the tech sector  
and government.  

3. Ensuring a future where public purpose drives innovation requires 
the next generation of tech leaders to act; we must train and inspire 
them to implement sustainable solutions and carry the torch.
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1 Bridging-Based Ranking

Executive Summary

The problem

Algorithmic ranking and recommendation systems determine what kinds of behaviors 
are rewarded by digital platforms like Facebook, YouTube, and TikTok by choosing what 
content to show to users. Because these platforms dominate our attention economy, and 
because attention can be transformed into money and power, platform recommendations 
therefore provide a reward structure for society at large. 

Platforms currently reward divisive behavior with attention due to the interactions 
between engagement-based ranking and human psychology. This helps determine the kinds 
of politicians, journalists, entertainers, and others who can succeed in their respective social 
arenas, resulting in significant impacts on the quality of our decision-making, our capacity 
to cooperate, the likelihood of violent conflict, and the robustness of democracy. 

The opportunity

We can potentially mitigate this ‘centrifugal’ force toward division by deploying ranking  
systems that do the opposite—that provide a countervailing ‘centripetal’ or bridging force.

Bridging-based ranking rewards behavior that bridges divides. For example, imagine  
if Facebook rewarded content that led to positive interactions across diverse audiences, 
including around divisive topics.1 How might that change what people, posts, pages, and 
groups are successful? 

This report explores the potential of bridging and discusses some of the most common 
objections, addressing questions around legitimacy and practicality. It contrasts bridging 
with some of the most discussed approaches for reforming ranking: reverse-chronological 
feeds, ‘middleware’, and ‘choose your own ranking system’. (Unfortunately, without introduc-
ing bridging, all of these proposed reforms still reward those who seek to divide.) Finally, 
this report explores early examples where bridging systems are already being tried with 
some success.2

1 What ‘positive interactions’ means will depend on the product and bridging implementation. It may be explicit based on user 
reactions and comments or implicit based on user behavior.

2 While we do not go into the technical details here, a collaboration will be publishing on this shortly—and the example of Twitter 
Birdwatch includes the complete code for their limited experimental implementation.

https://twitter.github.io/birdwatch/diversity-of-perspectives/
https://twitter.github.io/birdwatch/diversity-of-perspectives/
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Summary of next steps

We can and should rapidly build capacity to develop, evaluate, and 
deploy bridging-based ranking systems. 

• Governments, platforms, funders, and researchers must direct 
resources towards this goal. 

• We specifically call for platforms to measure the extent to which 
their products divide people (bridging metrics), and to include 
both bridging metrics and bridging-based ranking into their 
product roadmaps and  
quarterly goals.

• To address legitimacy and platform power concerns, we suggest 
putting the ultimate question of ‘what recommendation systems 
should reward’ to the impacted populations through platform 
democracy. We further argue that the default should not be divisive 
engagement-based ranking, or chronological feeds (that reward 
those who post the most), but bridging-based ranking (as it actively 
mitigates divisive tendencies).

• We must involve interdisciplinary scholars and practitioners  
to ensure that what we create is truly beneficial for the public  
and democracy.

Bridging-based ranking alone is not a silver bullet—we need other reforms 
to address the many challenges of platform-enabled connectivity. But 
bridging would help address one of the most significant risks—that of 
being pushed past a “division threshold” beyond which democracy can no 
longer function. 

http://platformdemocracy.com/
http://platformdemocracy.com/
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Introduction
Ranking and recommendation systems, also known as recommender sys-
tems and recommendation engines, are one of the primary ways that we 
navigate the deluge of information from products like YouTube, Facebook, 
Amazon, and TikTok. In this deluge, recommendation systems help allo-
cate our finite time and attention across the zettabytes of data (trillions of 
gigabytes) now produced each year (Statista, 2021). They can be thought 
of as automated content curators, with their most obvious role being to 
choose a small set of items from a much larger set and show that small set 
to a particular person.

The key question that ranking answers:  
What is rewarded? 3 

However, ubiquitous recommendation systems have far more significant 
societal impacts than simply choosing among a set of pre-existing items 
to display. Recommendation systems direct attention—and attention is a 
currency that can be converted into money, power, and status. Much of 
the focus of the current conversation around recommendation systems is 
around “algorithmic amplification” and the ways that they influence what 
content is consumed. However, even more important may be that recom-
mendation systems can have enormous impacts on what content  
is produced.4

3 This author finds the question of “What is rewarded?” as particularly crucial, as he sees it as one of the 
fundamental ‘compass questions’ around the impacts of social media and related technologies.

4 The work of Lischka et al. (2021) and Tennenholtz et al. (2019) among others explore the game-theoretic 
dynamics of ranking and content production in much more detail.

https://www.statista.com/statistics/871513/worldwide-data-created/
https://www.belfercenter.org/publication/holding-platforms-accountable-not-enough-we-need-compass-social-technologies#:~:text=The%20compass%20questions%20aim%20to%20do%20that%E2%80%94they%20ask%3A%20What%20is%C2%A0rewarded%3F%C2%A0What%20is%C2%A0internalized%3F%C2%A0What%20is%C2%A0possible%3F%C2%A0What%20is%C2%A0easy%3F%C2%A0Who%C2%A0decides%3F%C2%A0
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At their core, recommendation systems decide what kinds of behavior 
a product will reward—and their impacts are the result of a very messy 
human world. In other words, recommendation systems provide a reward 
structure for society. 

The purpose of this report is to outline some of the challenges with current 
approaches for improving this ‘reward structure’ and to argue for an alterna-
tive—bridging-based ranking—which explicitly seeks to counteract the divisive 
properties of current ranking systems.5

Key Terms

Algorithm: Any well-defined process or procedure. Most used to describe fully  
automated systems, but also applicable to procedures that involve people,  
such as voting.

Ranking system: An algorithm used to choose and rank a set of  
items from a much larger set for a particular context (e.g., for a 
particular user in a particular product); ranking systems may or may not  
take explicit user-provided input such as a search term.6

Recommendation system: A personalized ranking system that does not  
take explicit input, e.g., Facebook Feed, TikTok’s ‘For You Page’, YouTube’s  
next video recommendations. (Also known are recommender systems or  
recommendation engines.)7

5 Given the limited access to platform data, there is some academic disagreement on the extent to which 
recommendation systems currently foment division, and there is significant nuance on exactly what is 
meant by division (Eckles, 2021; Haidt & Bail, 2021).  This report assumes that different choices for ranking 
systems do have impacts for division and bridge-building, as described informally below.

6 Note that under this definition, democratic elections are a form of ranking system. Different election 
systems use different algorithms for determining the winner(s).

7 In this paper we use “ranking” and “recommendation” somewhat interchangeably as the content applies 
to the more general ranking, but recommendation appears the more popular term in policy and is used 
beyond its original definition. Computer science texts may use a much more constrained definition 
of a “recommender/recommendation system/problem”, focused on predicting what items a user will 
rate highly (Aggarwal, 2016). However, this definition does not encompass many real-world uses of 
recommendation systems where the system objectives can vary dramatically depending on their context 
and impact. 
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Image generated with Midjourney, licensed under CC BY-NC 4.0
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Background and Context

A dominant approach: 
“engagement-based ranking”8

Recommendation systems for the prominent user-generated  
content platforms commonly use what has become referred to  
as “engagement-based ranking” (Mac, 2021). They aim to predict 
which content will lead a user to engage the most—for example  
by interacting with the content or spending more time using the  
product. This content is ranked higher and is the most likely to  
be shown to the user. The idea is that this will lead to more time  
using the company’s product, and thus ultimately more time  
viewing ads. Non-ads-based products like Netflix also use  
recommendations to provide value to their subscribers by  
showing them content they will enjoy.

The problem with engagement-based 
ranking: many externalities

While engagement-based ranking may be good for business, appears 
to serve users9, and is relatively straightforward to implement, it 
is also likely to be a rather harmful approach with many negative 
externalities. In particular, engagement-based ranking can increase 

8 Engagement itself may have many definitions which may even be in conflict with each other.  
For example, there may be more clicks but less time on a site due to a change in the algorithm  
or product design, as discussed below.

9 In some sense, engagement-based ranking is just a form of “giving people what they want”, which 
can seem—at least at first glance—like a reasonable and philosophically legitimate approach to 
building a company: the company that is explicitly connecting people to their desires. 
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divisiveness, misinformation, out-group attacks, and addiction while 
drowning out critical information and deeper human connection.10 

It acts as a sort of content and societal centrifuge, bringing people more 
and more of what they already like—going deeper instead of broader— 
and incentivizes content producers to fulfill those surface-level desires. 
This has some benefits, but can unwittingly tear apart families as loved 
ones fall down deep ‘recommendation holes’. At a societal level, as sources 
of distrust are emphasized repeatedly to subpopulations, societal divisions 
widen and the social contract supporting a democracy can falter, leading  
to internal strife, the breakdown of institutions, and potentially even  
mass violence. 

If we were all ‘hyper-rational Spocks’ perhaps we would only pay attention 
to factual things that truly mattered—and engagement-based ranking would 
be great at rewarding the best content. However, humans have good evolu-
tionary reasons to pay attention when, for example, someone says that our 
families are in danger from a malevolent enemy—and so messy humans can 
end up very engaged when we see sensationalism and divisiveness, regardless 
of its truthfulness.  

The harmful feedback loop of 
sensationalism and engagement

In summary, sensationalism and divisiveness attract attention. This drives 
engagement. Engagement-based ranking systems reward this with more 
attention. The resulting feedback loop provides a strong incentive for 
anyone desiring money, status, or power to produce sensationalist and 
divisive content. This includes politicians and journalists. Even worse, 
non-sensationalist content is less likely to be seen, creating a very strong 
10 For the sake of brevity, this and the following paragraphs present a simplified account of a very complex 

set of questions with limited data for answering them within the potentially necessary timeframe to 
act. A systematic review of the global literature suggests that while ‘digital media’ in general does e.g., 
increase political participation and information consumption, it also increases polarization, misinformation, 
populism, etc.; and some of this is context dependent (Lorenz-Spreen et al., 2021). Meta has referred to 
evidence suggesting that in some countries, access to the internet has led to less polarization which may 
suggest that recommendations are less divisive (Boxell et al., 2020), but the limitations on such a study 
invite some skepticism and suggest that other methodologies may be more appropriate. There is concrete 
evidence that e.g. moral emotional language (Brady & Bavel, 2021) and out-group attacks (Steve Rathje 
et al., 2021) increase engagement. Regardless of the specifics, there are significant psychological causal 
mechanisms that support these claims, to the extent that scholars studying civil war believe that such 
technologies have played a significant role in the current wave of democratic decline and polarization 
(Walter, 2022).
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disincentive to produce grounded, nuanced, and fact-based content. All of 
this leads rapidly to a race to the bottom. 

It is this combination of human psychology (what we pay attention to) and 
societal incentives (our desire for attention and its rewards) that leads to 
harm; engagement-based recommendations are just a particular way to 
increase the reward and thus the harm.  

Key Insight

Engagement based-ranking rewards conflict creators over bridge builders. 

How ranking actually works: metrics and weighting11

In practice, most mature recommendation systems are not purely 
engagement-based. They take into account many different ranking  
signals—and these different signals all have different weightings (i.e.,  
the extent to which they impact what is actually recommended). There  
are also many definitions and forms of engagement depending on the  
particular product, and different metrics can be used to measure the  
“success” of a ranking system. 

For example, in 2012 YouTube’s core business metrics were refocused 
from maximizing the number of ‘video views’ to maximizing the amount 
of ‘watch time’ (Doerr, 2018). This perhaps is a subtle difference, but 
had significant impacts on what kinds of recommendation systems were 
built, and thus what sort of content was rewarded, even though both are 
engagement-based ranking. As a very specific example, focusing on watch 
time encouraged the creation of longer videos; some allege that this helped 
make YouTube a conspiracy and radicalization engine.

11 Thorburn et al. provide a more in-depth but still succinct overview of recommendation system  
design (2022).

https://onezero.medium.com/platforms-are-still-flying-blind-thats-not-ok-but-it-is-fixable-85d2c8212774
https://medium.com/understanding-recommenders/how-platform-recommenders-work-15e260d9a15a
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If recommendation systems create a reward function for society, it is 
metrics that define the reward function for the recommendations systems 
themselves. Core metrics such as YouTube’s ‘watch time’ and Facebook’s 
‘meaningful social interactions’ (MSI) not only influence the design of  
recommendation systems. They also influence the incentives and structures 
of the organization themselves (Mac, 2021; Ovadya, 2021a). 

Key Terms

Ranking signal: Any signal which is used by a ranking system; this might be 
based on e.g. the item, the user, the context, how similar users interacted with 
this item, etc.

Ranking signal weights: Mature ranking algorithms usually incorporate many 
ranking signals; the weight for a signal determines the influence of that signal 
on the final ranking.

Engagement-based ranking: A ranking algorithm that significantly weights 
items likely to increase engagement (e.g. clicks, interactions) over other factors 

(this is a more informal term used to describe a class of algorithm). 

Metric: A quantitative objective for the system.
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Insufficient ‘fixes’: chronological feeds  
and middleware

There are a number of approaches that have been proposed to address the 
externalities of recommendation systems. Unfortunately, as we will see, 
most of the commonly cited approaches come up short when it comes to 
addressing divisiveness. 

Chronological feeds are just ‘recency-based 
ranking’ systems with their own problems 

The perils of engagement-based ranking have led some advocates, 
policymakers, and even former tech employees to want to replace recom-
mendation systems with chronological feeds.12 This appears to make sense 
at first glance. If engagement-based recommendation systems have many 
externalities, then it seems ideal to simply rank posts by time, completely 
ignoring engagement and every other factor. 

However, while chronological feeds address some of the problems with 
engagement ranking, they also cause many problems. On one hand, 
time-ordered feeds may help by bringing us closer to the baseline incen-
tives for sensationalism.  On the other hand, if there existed a “divisiveness 
threshold”—defined as a degree of divisive sensationalism that is simply 
too much for a democracy to survive—it is eminently plausible that one 
could get there without even needing engagement-based ranking to 
supercharge it.13 While it would be difficult to prove this, there are at least 
significant indications, e.g. in Kenya, India, and Brazil, that messaging 
systems such as text messaging and WhatsApp share many of the same 
problems as engagement-based social media—even though they use a 
chronological feed.  

12 Technically “reverse chronological feeds” as they show the most recent content first.

13 Notably, simulations predict that there are “polarization tipping points” which would be very difficult to 
reverse (Macy et al., 2021)2021.
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One of the reasons is that chronological feeds are a simple form of recom-
mendation system, ranked by recency. We think of them as “recency-based 
ranking.”14 Since recommendation systems determine “What is rewarded?” 
and recency is rewarded, this means that chronological feeds will primarily 
reward those who post the most. This is something that engagement-based 
ranking systems can help mitigate, by not showing too many things from 
the same person. It’s not clear that this would lead to better outcomes—
and there is evidence that at least in some cases, Facebook switching to a 
chronological feed made things worse.

Chronological feeds also only apply to particular kinds of products (e.g., 
feeds where one has explicitly chosen accounts to follow), and do not pro-
vide an answer on how recommendations outside of that context should 
operate for products like YouTube’s video recommendations, Facebook 
Groups, Twitter follows, or TikTok shorts. They also provide no answers 
for what new users are recommended before they follow anything (the 
‘cold start problem’)—and if nothing is recommended at all, this provides 
significant advantages to incumbent platforms.

Key Insight

Chronological feeds reward those who post the most.

Where chronological feeds are applicable, they are the most minimal pos-
sible “fix”—and that may not be good enough. While they avoid one of the 
harmful feedback loops caused by engagement-based recommendations, 
a movement to chronological feeds doesn’t even attempt to mitigate and 
overcome the underlying problems. 

“ Choose your own ranking systems” 
are not quite good enough  

Another popular approach to addressing the harms of recommendation 
systems is enabling individual users to choose their own recommendation 
systems. This could be implemented by allowing users to choose amongst 

14 Or recency-based ranking.

https://twitter.com/metaviv/status/1454502431061123086
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a set of options for their recommendations, including e.g., chronological, 
engagement-based, and so on. Relatedly, platforms could be required to let 
third parties do ranking on their behalf—the “middleware” recommendation 
approach advocated by Fukuyama et al (2021).15 

This is the kind of approach that this author would personally be excited 
about—it would be wonderful to have full control over everything one 
sees. However, just because the author (perhaps selfishly) wants complete 
control over their environment does not mean that giving everyone that 
control is sufficient to support a stable democracy. 

As the proponents of middleware recommendations themselves state:  

Empowering each individual to tailor their algorithms might 
encourage a further splitting of the American polity, allowing 
groups to more easily find voices that echo their own views, 
sources that confirm their factual beliefs, and political leaders 
that amplify their own fears. 

Unfortunately, this is not the worst of it. As discussed earlier, recommen-
dation systems provide a reward system for society. While such proposals 
could be effective at helping information consumers curate their own 
information sources, they will likely do little to address the problems for 
information producers. Proponents of “choose your own ranking system” 
should consider if such a system would significantly alter the current prob-
lematic incentives for journalists and politicians.16 

Fukuyama et al. go on to argue that these risks are “outweighed by the dan-
gers of concentrated platform power,” but as we have seen over the past few 
years in the United States, the degree of divisiveness fomented by platforms 
is at least as large a risk to democratic functioning as that of concentrated 

15 Other aspects of the middleware proposal may have fewer downsides, e.g., middleware as a supplement 
for content labeling.

16 The one significant caveat here is if there are very strict bounds on the properties of allowable 
recommendation systems, e.g. if the only options are essentially variants on the bridging-based ranking 
described later. 
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platform power.17 Moreover, platform democracy makes this a false  
dichotomy; it is possible to both devolve platform power and reduce  
societal division as is described below (Ovadya, 2021b). 

This doesn’t mean that we can’t have some individual choice over what  
our recommendation systems do. But it does mean that all of our choices 
must have as a baseline, mechanisms to address harmful incentives  
around production. You can sell any kind of car you want, as long as  
you first ensure it is unlikely to harm people during normal operation.18

17 Some would argue that at least in the United States, cable news and radio have had more of an impact on 
divisiveness than technologies like social media. This may be true to some extent, but three other things 
are also likely true: (a) social media changes the incentives on mainstream media providers, creating a 
pull to the extremes, (b) that any meaningful addition to divisiveness—or opportunity to reduce it—should 
be addressed if one is close to the threshold of democratic dysfunction (c) it may be easier to improve 
recommendation system and the incentives they provide than it is to directly improve the US cable 
news and radio ecosystem. Of course, it is also likely that some political systems are more likely to drive 
divisiveness than others, but fixing political systems outside of the platform context is beyond the scope of 
this work.

18 There are incidentally a number of other challenges with the middleware approach e.g. involving privacy, 
though there are partial solutions (Keller, 2021). 

http://platformdemocracy.com/
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Bridging-Based Ranking  
What would it look like to create a sort of opposite to an engagement-based 
ranking system? Something that explicitly aligns incentives such that sensa-
tionalism and divisiveness are no longer favorable—thus leveling the initial 
playing field so that bridge-building and nuance have a fighting chance? 

We can call such a system a bridging recommender—a recommenda-
tion system that rewards content that helps bridge divides. It would use 
bridging-based ranking to reward content that leads to positive interac-
tions across diverse audiences, even when the topic may be divisive. 

For example, imagine two potential articles that Twitter’s feed might 
show someone about immigration. One appears likely to increase divi-
sions across opposite sides, another is more likely to decrease divisions. 
Engagement-based ranking would not try to take this into account, it 
would simply factor in how likely one is to engage or stay on the app—
which is likely higher for a divisive article that leaves users ranting  
and doom-scrolling. Bridging-based ranking would instead reward 
the article that helps the opposing sides understand each other, and  
that bridges the divide.

Key Terms

Bridging model: A representation of the ‘divisions and bridges’ in a population. 

Bridging metrics: Numeric measures of the extent of division, and of the 
impact of recommendations on that.

Bridging-based ranking: A ranking algorithm that rewards behavior that 
bridges divides.

For example, by rewarding content that leads to positive interactions across 
diverse audiences—including around divisive topics.19 20

Bridging recommendation system: A recommendation system using 
bridging-based ranking.

19 This involves the system having some model of societal divides and then recommending content that is 
likely to decrease them; in contrast to engagement-based ranking, which has a model of what items lead to 
interactions and recommends content that is likely to increase those.

20 Note that this is not specific to recommendation systems, it is also applicable to search engines and any 
other system where ranking is necessary (including e.g. contextualization engines).

https://www.cybersecurepolicy.ca/policy-brief-contextualization-engines
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Another way to think about this is that engagement-based systems serve  
as a form of “centrifugal ranking,” dividing users and encouraging the  
“othering” of different groups.  In contrast, bridging-based ranking is a 
kind of “centripetal ranking”— helping re-integrate groups and foster trust. 

If we can do this well, the implications are significant. Bridging-based 
ranking would reward the ideas and policies that can help bridge divides 
in our everyday lives, beyond just online platforms. Moreover, it can help 
change incentives on politicians, many of whom have been forced to play 
to the whims of the engagement-based algorithms (Horwitz, 2021). It 
might even make journalism more profitable and better able to realign  
with its professional ethos. Bridging could reduce the likelihood that 
fact-based reporting would be buried under a sea of cheap (but highly 
engaging) sensationalism and would reward empathic and bridge-building 
journalistic practices (Ripley, 2020). Finally, it may dramatically reduce 
the need for moderation. If division and hate are no longer rewarded with 
attention, there will likely be much less of it. 

This provides a highly simplified illustration of the differences between traditional 

engagement-based ranking and bridging-based ranking. In this scenario, there 

are just two distinct parties, green and blue, where we assume everyone in each 

party reacts fairly similarly (and so engagement-based ranking using standard 

algorithms will automatically infer party affiliation). Alice, Bob, and Igor are 

green party members, Oscar and Wendy are blue party members. 

https://thewholestory.solutionsjournalism.org/complicating-the-narratives-b91ea06ddf63
https://thewholestory.solutionsjournalism.org/complicating-the-narratives-b91ea06ddf63


In Example 1, we see on the left how Alice, Bob, Oscar, and Wendy reacted (or did 
not react) to posts A, B, C, and D. The color of the post represents the party affil-
iation of the original poster. On the right, we can see the resulting ranking for the 
posts for Igor (also green party) under bridging-based vs. engagement-based rank-
ing (posts toward the top are ranked higher). 

With bridging, the post ranked the highest does not originate from a green party 
member but is the only post actively liked by both parties. The lowest-ranked post 
is the one that is clearly the most divisive.

Example 2 is similar but shows how additional kinds of interactions data might be 
used to determine ranking. The exact ranking outcomes in this slightly more com-
plicated case will depend on algorithm and weighting details; here we give one 
potential set of outcomes.

This diagram is excerpted from a forthcoming technical working paper and was created in collaboration with 
Luke Thorburn. (Ovadya & Thorburn, 2022)
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Illustrative examples

While there are no perfect examples of publicly disclosed bridging-based 
ranking ‘in the wild’ that the author is aware of, there are some exciting 
bright spots to call out. For example, there are reasons to believe that 
Facebook has already begun experiments along these lines, determining 
what comments receive a positive reaction across a diverse audience.  
These comments are then ranked higher, potentially decreasing the need 
for moderation.

Twitter has also done some experimentation with something analogous to 
bridging-based ranking in its ‘Birdwatch’ system, also in a content-agnostic 
way—suggesting that bridging may even help identify misinformation. 
Birdwatch lets users provide context (e.g., fact check) labels on tweets that 
“[take] into account […] whether people who rated it seem to come from 
different perspectives.” It seems to work: “In surveys of people on Twitter 
in the US, the majority of respondents found notes designated ‘currently 
rated helpful’ by Birdwatch contributors to be “somewhat” or “extremely” 
helpful — this includes people from across the political spectrum” (Twitter, 
n.d.). In a peer-reviewed paper on Birdwatch, Allen et al. support this, 
writing that: “there is a strong, positive relationship between the percent 
of co-partisan ratings and the overall helpfulness rating of the note”—and 
that the ratings of sufficient Birdwatch users match fairly closely to that of 
professional fact-checkers (2021).

There are also promising examples outside of the social media platform 
context. Polis, for example, has been used around the world, most nota-
bly in Taiwan, in order to surface perspectives that bridge divides for 
policy-making (Small et al., 2021). Tools like Remesh have been used 
by the United Nations to similarly surface perspectives across divides in 
war-torn Libya (Brown, 2021). 

It is important to note that all of these examples share a crucial property: 
their goal is not to push content to people “from the other side” in order 
to change them. There is evidence that suggests this can actually increase 
polarization (Bail et al., 2018). Instead, the goal of these systems is to sur-
face content that is received positively across diverse audiences. This can 
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build mutual understanding and trust, similar to what a human facilita-
tor might do in some kinds of depolarization workshops. This creates a 
space that can then enable deeper conversations and deliberation, moving 
beyond vitriolic reactivity.  

Challenges to deployment

The underlying goal we can aim for is to ensure that ranking supports  
the bridging of divides, or more generally ‘rewards content that  
‘facilitates understanding, trust, and wise decision-making.’  While  
making bridging-based ranking a reality at scale may not be easy,  
there are clear steps forward.  

Implementation challenges

One of the biggest challenges to developing alternatives to 
engagement-based ranking systems is that many of the platforms and 
regions where the harms of recommendations are greatest are the same 
regions where software has limited capacity to understand the local lan-
guages. If bridging-based ranking required content analysis, that would 
limit its impact and potentially make it less effective for many formats such 
as audio and video. However, while challenging to implement, there are 
ways to adopt bridging-based ranking that are content-neutral. For example, 
like engagement-based ranking, it can rely primarily on modeling the pat-
terns of interactions and sharing over time—just with a different purpose. 

There are currently a number of different approaches to ranking that are 
being explored to develop recommendation systems that e.g. aim to reduce 
polarization (Stray, 2021), and some exciting directions for bridging are 
discussed in ‘Existing Implementations’ below and a forthcoming technical 
working paper.21 

21 While this report is not meant to be a deep technical exploration, the author and collaborators aim to 
share a technical working paper within the next few months that explore more existing implementation 
approaches and the open research questions needed to advance the field (Ovadya & Thorburn, 2022).

https://www.belfercenter.org/publication/holding-platforms-accountable-not-enough-we-need-compass-social-technologies
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Platform incentives

Of course, there is still the question of why a platform might even imple-
ment this in the first place. Even barring a government force, there are a 
number of self-interested reasons why bridging-based ranking might be of 
interest to platforms:

1. Brand impact: Being seen as a place for bridge-building is likely 
better for a brand than being seen as a place for outrage—which 
may also make the platform more valuable to advertisers concerned 
about their own brands.

2. Regulator pressure relief: If regulators don’t see platforms as being as 
threatening to their constituents, they may be less likely to push for 
harsh fines or potentially counterproductive mitigations.

3. Potential engagement benefits: Depending on the specific context, 
there is a possibility that some forms of engagement may actually 
go down in the short run with bridging-based ranking—but it is 
also likely that engagement could go up in the long run as the expe-
rience of using a product becomes more positive, connecting, and 
meaningful.

4. Decrease moderation costs: If divisive attacks and sensationalist mis-
information are rewarded, there will be a lot more of them—and 
therefore more content that will need to be reported and moder-
ated. With companies like Meta paying over $500 million USD a 
year for content moderation from just one partner, decreases in 
moderation costs could significantly impact the bottom line.

Of course, these reasons alone may not be enough to get a company that 
already has something that is “working” to change—especially if managers 
with compensation tied to business metrics believe that there is any risk of 
a negative impact in the short term. Platform intrapreneurs, external pres-
sure, and foundation-supported external pilots can all help incentivize and 
de-risk bridging enough to get to critical mass. 
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Addressing potential objections

However, while it may be heartening that recommendation systems could 
be made supportive of a healthy democracy, does that mean that platforms 
should deploy such systems? 

System neutrality is a mirage

One of the often-implicit assumptions of both chronological feeds and 
“choose your own ranking system” as solutions is that there can be a sort 
of “neutrality” to recommendation systems. The advocates of such systems 
might be thinking that if everyone is just seeing the most recent things, 
or choosing whatever they want to see, there is no “hand on the scale”. 
Unfortunately, there is no avoiding that hand on the scale. Any decision 
relating to recommendation systems—including one of those two ‘fixes’—is 
not neutral and has significant societal implications. Even requiring chrono-
logical feeds is a form of wide-scale social engineering—it will impact what 
kinds of content is made and what kinds of people succeed (and those 
impacts may not be positive).

Arguably the ‘most neutral’ option would be non-divisive recommendations, 
which given the psychological and social factors mentioned earlier would 
still require some bridging (in order to counteract the divisive impacts that 
even appear to be present with chronological feeds).

Key Insight

Any technology that impacts society is implicitly a form of “social engineering.”

There are no ‘true defaults’ and no neutrality.

The ‘most neutral’ approach likely still requires bridging.



21 Bridging-Based Ranking

The ‘philosophical legitimacy’ of recommendations

It is worth taking what may appear to be a short digression here to explore 
philosophy and legitimacy. The idea that a recommendation system can 
be neutral, or that giving an option to choose one’s own recommendation 
system can be neutral is based on a set of implicit philosophical assump-
tions of legitimacy, in addition to practical considerations.

Engagement-based ranking is considered by some to be legitimate because 
it “gives people what they want”—though most people do not “want to 
want” addiction or the erosion of democracy (among other potential 
downsides). Chronological feeds can be seen as a nod to the “legitimacy 
of simplicity.” Middleware recommendations are aligned with more liber-
tarian and individualistic values. However, as we have discussed, none of 
these may be sufficient to sustain democracy. 

The ideal way to provide deeper legitimacy for a particular recommen-
dation approach would be through the end-game of the philosophy of 
political legitimacy: democratic decision-making (Peter, 2017)

‘Platform Democracy’ as an approach to address  
legitimacy challenges

Unfortunately, electoral democracies have their own legitimacy chal-
lenges, as recommendation systems can be used—and have been used—to 
entrench partisan power. The Facebook Papers include quotes such as “[the 
Public Policy team] commonly veto launches which have significant nega-
tive impacts on politically sensitive actors” (Edgerton et al., 2021). We must 
therefore also be cautious about giving political actors too much influence 
over recommendations. 

If we do not fully trust incumbent politicians to govern the use of money in poli-
tics, the same should apply to the governance of attention—both directly enable 
the entrenchment of power. Platforms also cannot be fully trusted given their 
incentives to protect their political benefactors, for attention hoarding, and for 
profit. Traditional multi-stakeholder bodies can be co-opted by platforms or 
governments and may not have democratic legitimacy.

https://plato.stanford.edu/entries/legitimacy/
https://plato.stanford.edu/entries/legitimacy/
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This seems to leave us with no alternative for legitimacy, but newer forms 
of democracy may provide a solution, as outlined by this author in the 
working paper “Towards Platform Democracy: Policymaking Beyond 
Corporate CEOs and Partisan Pressure”22 (Ovadya, 2021b):  

Many purported fixes to platform problems involve giving 
individual users more options; e.g. if you want to see less 
sensationalist and divisive content, a platform might let you 
tweak your personal recommendations. But this individual 
agency “solution” does not solve the collective problems that 
the sensationalism and divisiveness might cause for a com-
munity, nation, or the planet—and it could even make those 
problems worse. 

It is outside of the scope of this report to explain the mechanics in too 
much detail, so we just provide a brief summary of one of the most prom-
ising approaches to platform democracy: the representative deliberative 
process (e.g., citizens’ assembly style processes). This democratic process 
may provide a robust approach to address such incentives, as they let stake-
holders and experts present their perspectives to a representative sample 
of the impacted populations—i.e. to people who lack such strong vested 
interests (OECD, 2020). In other words, the ultimate choice of ranking 
approach can in some cases be given to the collective population being 
impacted to ensure that such systems are not co-opted by those in power. 
Such representative deliberative bodies can be convened by platforms, 
NGOs, governments23, or ideally a combination (as they already have been 
for significant issues around the world from nuclear policy by South Korea, 
to climate change in France). This is not just idealism; several platforms 
are now seriously exploring the applicability of these such democratic 
processes and running limited pilots to better understand the operational 
mechanics of such processes.

Of course, given that these are democratic processes, it is very possible that 
the members of such a deliberative body will end up supporting alternative 

22 The research that led to the report on platform democracy was also highly motivated by the challenge 
of legitimate decision-making for ranking and recommendations. Liscow et al. make a related proposal 
focused on the related behavioral economics applied to public policy (2022). 

23 And audited by third parties.

https://www.belfercenter.org/publication/towards-platform-democracy-policymaking-beyond-corporate-ceos-and-partisan-pressure
https://www.belfercenter.org/publication/towards-platform-democracy-policymaking-beyond-corporate-ceos-and-partisan-pressure
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approaches. That is the ideal of deliberative democracy—if such a body was 
to be convened around ranking for a platform, the role of this report would 
simply be to provide a strong foundation for its perspective—so that such 
a democratic body would make the best possible decision given the needs 
and values of its members.

Could bridging actually be bad for democracy? 

There are also critiques that embedding bridging into our ranking systems 
is anti-democratic or anti-pluralistic (Clyde, 2022)24. The motivation of 
this work is of course to support democracy and pluralism, but it is plausi-
ble that bridging, implemented in a too heavy-handed way, might stifle the 
democratic process or hamper necessary activism and advocacy. As with 
engagement-based rating, the exact choices made are likely to have signif-
icant impacts on what kind of content is successful. One of the necessary 
areas of research includes work around distinguishing constructive conflict 
from destructive conflict at platform scale—something which is plausi-
bly evident from user interactions and which can inform bridging system 
design. By clearly laying out metrics and goals for such systems, ideally 
through un-co-opted democratic processes, we can aim to ensure that 
bridging based-ranking—and ranking systems in general—act as a force in 
support of a vibrant and evolving democracy. 

24 This reference refers to an earlier version of this proposal, so not all of it may remain applicable.
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Next Steps and Action Items
Given the vast sea of information that we navigate every day, it is not pos-
sible to avoid the impacts of recommendation systems, both on consumers 
and producers. It would also be folly to give up on their potential when 
the recommendation system can be harnessed to nurture an attention 
economy that is not tilted to reward those who aim to divide us. We must 
at least level the playing field so that bridge-building has a fighting chance 
against divisiveness—and neither chronological feeds nor a free for all 
“choose your own ranking system” are likely to be sufficient. 

There are two core technologies that can contribute to bridging: 

• Bridging Metrics for measuring the extent that a recommendation 
system rewards divisive action vs. bridging action.

• Bridging Methods for weighting and ranking content in ways  
that support bridging action (as opposed to weighting primarily  
on engagement). 

Resourcing: research, development, 
evaluation, deployment, and community

We need investment by both the public and private sectors in order to 
rapidly develop, deploy, and scale viable versions of these technologies for 
bridging-based ranking. 
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Governments, platforms, funders, and researchers should direct 
resources towards: 

o	Studying (and likely expanding) existing early-stage potentially 
bridging systems such as Twitter’s Birdwatch and Facebook’s 
‘diverse positive interactions comment ranking.’

o	Accelerating research into approaches for viable implementation 
appropriate for different contexts (platform types, cultures,  
languages, etc.).

o	Developing open-source implementations that can act as models 
and which can be directly adopted by startups.

o	Evaluating efficacy and unintended consequences through both 
quantitative and qualitative methods.

o	Carefully deploying these systems at global scale.25

o	Sustaining a strong interdisciplinary community of practitioners 
and scholars working on refining recommendation systems in the 
service of democracy.26

25 As described below, this would ideally be the result of approval by representative deliberative  
bodies—but waiting to improve systems that were not created democratically embeds a status-quo  
bias, and there is no reason that engagement-based ranking is a more legitimate ‘initial condition’  
than bridging-based ranking. 

26 There is a tremendous need for interdisciplinary work around bridging systems, this should most certainly 
not be left entirely to computer scientists and user researchers; as just one example, theories of conflict 
management, conflict resolution, and conflict transformation will likely all prove valuable (Miall, 2004).
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Platform action items: OKRs, 
roadmaps, and metrics

Platforms should implement bridging metrics and ranking  
as a default (and use platform democracy to navigate  
potential disagreements).

Concretely:

o	Each of the action items in the section above should be tied to spe-
cific objective key results (OKRs) and put on concrete roadmaps 
with quarterly goals for every product org involving recommenda-
tion and for relevant cross-functional teams/orgs such as integrity, 
trust and safety, civic health, etc. 

o	Bridging metrics should be developed for each product surface 
across a platform’s ecosystem of products. They should be shown 
alongside engagement and growth metrics, including in regular 
reports and dashboards for leadership and shareholders.

o	Platforms of sufficient size and influence should regularly convene 
representative deliberative bodies (ala ‘platform democracy’) to 
navigate potential decisions around how to weigh different rank-
ing factors; these should be convened through neutral 3rd parties, 
compliant with the appropriate norms/standards, and the relevant 
democratic governments and civil society organizations should be 
included as co-conveners and/or stakeholders.

http://platformdemocracy.com/
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Policymaker action items: funding, 
metrics, and platform democracy 

As discussed earlier, we must be careful about embedding counterproductive ‘false 
fixes’ into law. We must also be cautious about giving either platforms or political 
actors too much power over recommendations. 

Concretely: 

o	Governments should help fund the crucial R&D work to accelerate the 
development and deployment of bridging-based ranking systems.

o	If governments are planning to encode ranking system requirements into law, 
then those requirements should include bridging based-ranking and should 
not include chronological feeds or middleware (unless they can be shown to 
not reward division).27

o	Governments should require that platforms develop rigorous metrics on 
the extent to which they reward division, ideally with third-party auditing, 
report those measures publicly, and weight bridging enough to counteract 
any rewards for division.

In addition, governments, intergovernmental organizations, and non-governmental 
organizations can help ensure that those impacted by recommendation systems can 
have a voice in determining what such systems reward. 

Concretely: 

o	Governments should participate in, convene, and/or help fund representative 
deliberative bodies on a regular basis to evaluate recommendation system 
policy. One particular focus should be the opportunity for well-designed 
recommendation systems to support democracy.28 

o	In lieu of government or platform convened deliberations, intergovernmental 
and non-governmental organizations should initiate such deliberations and 
invite governments to participate as stakeholders. 

27 For example, middleware regulation might require that all recommendation system options highly weight bridging-
based ranking, with complete flexibility beyond that requirement.

28 Ideally, such processes should be institutionalized within regulators, platforms, platform consortia, and/or 
intergovernmental organizations.
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Conclusion
Transitioning to ranking systems more aligned with democracy is a logical 
progression for a new technology, and even specifically for a new means of 
societal communication. We have developed other institutions and prac-
tices, such as the professionalization of journalism and the development of 
evidence-gathering practices, in order to mitigate sensationalism and support 
democracy in the past. We can do it again in this new algorithmic arena. 

Bridging-based ranking is just one kind of “bridging system” we may need 
to invest in to ensure that a deeply connected world can be kept above the 
“divisiveness threshold” necessary for democracy. It is also perhaps only one 
of several advances we must make to address the challenges of ranking and 
recommending the zettabytes of content produced every year. For example, 
we may also need some of our ranking systems to be able to identify and  
promote content that helps satisfy the critical information needs of the  
public over that which is bridge-building but frivolous (Friedland et al., 
2012). There is much to do, and there may be little time to do it before  
we reach a “divisiveness threshold”—a point of no return.

At the end of the day, we become what we reward. Let us reward effective 
bridge-building over engaging divisiveness. Democracy depends on it.
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